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Abstract
1. Disentangling empirically the many processes affecting spatial population syn-

chrony is a challenge in population ecology. Two processes that could have major 
effects on the spatial synchrony of wild population dynamics are density depend-
ence and variation in environmental conditions like temperature. Understanding 
these effects is crucial for predicting the effects of climate change on local and 
regional population dynamics.

2. We quantified the direct contribution of local temperature and density depend-
ence to spatial synchrony in the population dynamics of nine fish species inhabit-
ing the Barents Sea. First, we estimated the degree to which the annual spatial 
autocorrelations in density are influenced by temperature. Second, we estimated 
and mapped the local effects of temperature and strength of density dependence 
on annual changes in density. Finally, we measured the relative effects of tem-
perature and density dependence on the spatial synchrony in changes in density.

3. Temperature influenced the annual spatial autocorrelation in density more in spe-
cies with greater affinities to the benthos and to warmer waters. Temperature 
correlated positively with changes in density in the eastern Barents Sea for most 
species. Temperature had a weak synchronizing effect on density dynamics, 
while increasing strength of density dependence consistently desynchronised the 
dynamics.

4. Quantifying the relative effects of different processes affecting population syn-
chrony is important to better predict how population dynamics might change 
when environmental conditions change. Here, high degrees of spatial synchrony 
in the population dynamics remained unexplained by local temperature and den-
sity dependence, confirming the presence of additional synchronizing drivers, 
such as trophic interactions or harvesting.
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1  |  INTRODUC TION

The spatial dynamics of populations are influenced by a myriad of 
processes that need to be understood to allow predictions about 
how populations will respond to changes in environmental condi-
tions, community composition, species interactions or population 
demographic structure (Planque et al., 2011). This can have import-
ant implications for conservation planning and harvesting strategies 
(Fogarty & Botsford, 2007). An important part of understanding 
spatial population dynamics is understanding spatial population 
synchrony, which refers to how population dynamics are correlated 
across space (Liebhold et al., 2004). Spatial synchrony in population 
dynamics plays a crucial role in ecology because high degrees of syn-
chrony can be associated with greater rates in the spread of disease 
(Bjørnstad, 2000; Viboud et al., 2006), lower maximum sustainable 
yields (Engen, 2017) and higher probability that a species will be at 
low abundance across much of its range simultaneously, increasing 
its risk of extinction (Engen et al., 2002; Lande et al., 1999).

Three main non- mutually exclusive processes are known to 
cause spatial synchrony in population dynamics. First, spatially 
synchronous environmental variables, such as temperature or pre-
cipitation, can synchronise local dynamics across distant locations 
through what is known as the Moran effect (Cheal et al., 2007; 
Fay et al., 2020). Second, dispersal can connect local dynamics 
across space, homogenizing density within certain distances (Cheal 
et al., 2007; Vindstad et al., 2019). Third, population dynamics can be 
synchronised by density- dependent effects of trophic interactions 
when the interacting species is spatially synchronised itself (Turkia 
et al., 2020) or by a wide- ranging nomadic predator (Ims & Andreas-
sen, 2000). Harvesting can have similar synchronizing effects on a 
population (Jarillo et al., 2020). These processes can be further influ-
enced by, for instance, the strength of density dependence of a pop-
ulation (Lande et al., 1999), community complexity (Liu et al., 2016), 
spatial environmental heterogeneity (Engen & Sæther, 2005; Walter 
et al., 2017) and cyclicity in population dynamics (Bjørnstad, 2000), 
making the task of disentangling the effects of individual processes 
challenging.

Environmental variables can act as strong synchronizing agents 
(Hansen et al., 2020). The synchronizing effect of an environmental 
variable is limited to the range of the population that responds sim-
ilarly to changes in that environmental variable (Lande et al., 1999; 
Moran, 1953). However, environmental effects on local dynamics 
often vary across the distribution ranges of populations (Walter 
et al., 2017). For example, high temperatures might have positive 
effects on population dynamics at the high latitudinal or altitudi-
nal boundaries of a species' range, but negative effects around the 
lower latitudinal or altitudinal boundaries, where the individuals 
were already close to their thermal tolerance maxima (Poloczanska 
et al., 2013). Similarly, individuals at the latitudinal or altitudinal dis-
tributional margins are expected to be more influenced by key local 
environmental factors than individuals at the centre of the species 
distribution (Muffler et al., 2020; Myers, 1998; Walter et al., 2017). 
Thus, a synchronizing environmental condition might significantly 

synchronise only a portion of a population's distribution (Östman 
et al., 2017). In addition, environmental conditions can synchronise 
populations indirectly through their effects on quality and quan-
tity of food resources (Grøtan et al., 2005), species assemblage (Liu 
et al., 2016) or dispersal (Vindstad et al., 2019). Such indirect effects 
are likely to also follow some spatial structures that are important 
to understand (Vindstad et al., 2019). As populations shift geo-
graphically due to globally changing climates (Sunday et al., 2012), 
the proportions of the populations exposed to key synchronizing 
environmental variables are likely to change too and thus their spa-
tial population synchrony. It is therefore important to identify and 
quantify the effects of individual environmental variables on the 
synchrony of different populations in order to improve our under-
standing of how changes in environmental conditions might alter 
population dynamics.

Variation in the strength of density dependence, that is the 
inverse of the return time to the carrying capacity (May, 1974), 
can influence the level of synchrony among populations (Lande 
et al., 1999). High population densities increase intraspecific com-
petition for limiting resources, decreases access to suitable living 
areas, attract more predators, and reduce habitat suitability, which 
in turn affects population dynamics by locally reducing reproductive 
rates and increasing mortality and emigration rates (Myers & Cadi-
gan, 1993; Shepherd & Litvak, 2004). Species with strong density de-
pendence respond to departures from population carrying capacity 
faster, while species with weaker density dependence respond more 
slowly (May, 1987). This allows an increase in density of a species 
with weaker density dependence to spread more and farther, less 
affected by local densities, thereby synchronizing dynamics across 
larger areas (Bjørnstad et al., 1999; Liebhold et al., 2004). In compar-
ison, changes in local density in strong density- dependent species 
will be more rapidly regulated locally, limiting the chance of rippling 
effects across space, thus resulting in more asynchronous dynam-
ics in space. The expected effects of density dependence on spatial 
synchrony have mostly been studied in metapopulations (e.g. Fay 
et al., 2020; Turkia et al., 2020; Vindstad et al., 2019), where each 
subpopulation represents a spatial unit, however, similar processes 
could take place within a continuously distributed population. Den-
sity regulating processes and the strength of density dependence 
can also vary spatially (Fromentin et al., 2001; Hugueny, 2006), for 
example, depending on local spatial predator– prey dynamics (Liu 
et al., 2016), habitat types or harvest pressure (Johnson, 2006; 
Thorson et al., 2015). Consequently, one might find areas within a 
species' distribution where individuals are subject to strong density 
dependence, generating asynchrony, and areas with weak density 
dependence which could promote synchrony.

Population dynamics and vital rates in marine fish are often spa-
tially synchronised over great distances, with variation in the de-
gree and spatial scale of synchrony depending on the habitat types, 
species and population age- structures (Cheal et al., 2007; Marquez 
et al., 2019; Morrongiello et al., 2021; Myers et al., 1997). Because 
of the large scales over which marine fish tend to be synchronised, 
highly synchronised environmental variables, like temperature, are 
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often argued to be the main spatially synchronizing drivers (Kleisner 
et al., 2010; Myers et al., 2015). Indeed, temperature influences fish 
body temperature and thereby metabolic- , digestive- , reproductive-  
and muscle movement rates, ultimately affecting natural mortality 
rates (Pauly, 1980), as well as other vital rates (Husson et al., 2020; 
Laurel et al., 2007; Morrongiello et al., 2021). However, while some 
studies have compared patterns of synchrony in temperature to syn-
chrony in marine fish population dynamics (Cheal et al., 2007; Kleis-
ner et al., 2010), to the best of our knowledge, none have quantified 
the direct effect of temperature on local dynamics to quantify actual 
impact.

Here, we study patterns of spatial autocorrelation in density and 
spatial synchrony in annual changes in density of nine marine fish 
species in the Barents Sea, and how these patterns are influenced 
by local temperature and geographical variation in the strength of 
density dependence. First, we quantify the effect of temperature 
on the spatial autocorrelation in density each year. Second, we ex-
amine how annual changes in population density are affected by 
local density dependence and temperature, and how these effects 
vary across the Barents Sea for each species. Third, we estimate the 
spatial synchrony in the annual changes in population density, and 
in the residual annual changes in density after accounting for the 
effects of (1) local temperature, (2) density dependence and (3) the 
combination of the two. We explore commonalities and differences 
between the patterns of spatial autocorrelation and synchrony, and 
among the nine study species.

2  |  MATERIAL S AND METHODS

2.1  |  Study region and species

We examined the spatial density dynamics of nine species found 
within the Barents Sea: Beaked redfish (Sebastes mentella), blue 
whiting (Micromesistius poutassou), capelin (Mallotus villosus), cod 
(Gadus morhua), haddock (Melanogrammus aeglefinus), Norwegian 
spring- spawning herring (Clupea harengus), long rough dab (Hippo-
glossoides platessoides), lumpfish (Cyclopterus lumpus) and Norway 
pout (Trisopterus esmarkii). We focused on these species because, 
among the species collected by the Barents Sea annual bottom trawl 
survey (described in the following section), they were the only ones 
with sufficient continuous data across space and time to produce 
reliable estimates of population dynamics and density dependence. 
These species differ in key biological characteristics, such as forag-
ing behaviour, reproductive tactics, diet, trophic level, and thermal 
and habitat preference (Aune et al., 2018; Eriksen et al., 2020; Hus-
son et al., 2020). All species carry out annual spawning migrations to 
their respective spawning areas, mostly along the Norwegian coast, 
during the spring months (Olsen et al., 2010). Eggs and larvae are 
then transported by currents back into the Barents Sea. Variation in 
factors such as prevailing currents, sea temperature and vertical dis-
tribution of the larvae in the water column can have strong impacts 
on the cohort size at the end of the larvae stage, that is the year- class 

strength (Dingsør et al., 2007), which could have a synchronizing ef-
fect on density variation across the population in the following years. 
Cod, herring and beaked redfish exhibit strong spatial segregation 
between age classes, with adult herring and beaked redfish becom-
ing mostly absent in the Barents Sea as they shift their distribution 
toward the North Atlantic upon reaching maturity (Huse et al., 2002; 
Planque et al., 2013). Since there is no direct local recruitment, the 
local variation in density studied here is assumed to be influenced by 
local mortality and migration rates, not local reproduction potential. 
For instance, areas with below average densities might successfully 
receive more recruits and immigrants. All studied species are subject 
to different degrees of harvesting pressure (Stiansen & Filin, 2008).

The Barents Sea is an Arcto- boreal continental shelf sea char-
acterised by strong spatial and temporal environmental variability 
(Herfindal et al., 2022). Warm Atlantic waters enter the Barents Sea 
from the southwest and meet cold Arctic waters flowing in from the 
northeast, resulting in a strong thermal gradient. During the winter 
months, the Barents Sea is also largely covered by sea ice that melts 
gradually in a north- eastward direction during the spring. In turn, 
the melting of the sea ice has important effects on the ecological 
processes of the region, directly affecting primary productivity, fish 
recruitment and dispersal patterns (Olsen et al., 2010). The Barents 
Sea has been warming in recent decades, which has affected cur-
rent strengths and the timing and rate of sea ice melting (Dalpadado 
et al., 2012). In turn, this is affecting the spatial distribution of many 
fish populations (Fossheim et al., 2015). While the Barents Sea hosts 
hundreds of fish species, the regional food web is relatively simple 
as it is dominated by interactions between a few highly abundant 
species (Eriksen et al., 2020).

2.2  |  Data collection

We used fish data from annual scientific bottom trawl surveys 
conducted from 1985 to 2016, between January and March, by 
the Norwegian Institute for Marine Research and the Polar Re-
search Institute of Marine Fisheries and Oceanography (Fall 
et al., 2020). The exact sampling locations vary between years, but 
the survey follows a spatially stratified sampling design with fairly 
consistent spatial coverage of the Barents Sea, with some excep-
tions caused by years of bad weather, extensive sea ice or limited 
access to Russian waters. Each sampling station was sampled with 
a Campelen 1800 demersal trawl with a mesh size of 22 mm on the 
cod- end, which was towed for 30 min, or 15 min after 2010, at a 
speed of 3 knots. The area covered by the trawls and the geometry 
of the trawl's mouth were monitored during towing with doppler 
logs or GPS and SCANMAR systems. The abundance of each spe-
cies within the catch was sampled onboard following the protocols 
outlined in Mjanger et al., 2020. When the catch was excessively 
large a representative subsample of the catch was sampled, and 
the counts then scaled up to become representative of the entire 
catch. More details on the survey sampling design can be found in 
Fall et al., 2020 and Jakobsen et al., 1997. Finally, the density of 
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each species was estimated by dividing their overall catch within 
the trawl by the area trawled and standardizing to individuals per 
nautical mile. Sea temperature measurements were collected at 
each fish sampling site using a CTD- probe (Figure S1). Since the 
fish data were collected through bottom trawl surveys, we here 
used the average SBT (averaging the records within the 30 deep-
est meters). The data used for the study had been collected by 
a governmental institution for monitoring and research purpose, 
thus we did not need special ethical approvals nor fieldwork 
permissions.

2.3  |  Data analyses

To analyse spatial patterns across the Barents Sea, the study region 
was overlaid with a hexagonal grid that subdivided it into similar 
sized cells (i.e. sites) with equidistant centroids to their neighbour-
ing cells. Since the exact sampling locations were not consistent 
across or within years, the density of each species and temperature 
measurements obtained from each sampling station were aver-
aged within its corresponding cell. Choice of grid resolution could 
be important in this type of study because fine resolutions result 
in more sites with incomplete time series and coarse resolutions in-
crease the chance of missing a spatial signal within the data (Lieb-
hold et al., 2012). Therefore, we assessed the influence of the grid 
resolution and placement by repeating the analyses at resolutions of 
4900, 6400, 8100, 10,000 and 12,100 km2, and by shifting the posi-
tion of the grid latitudinally and longitudinal 25 times. We present 
the results from the analyses at 8100 km2 resolution, corresponding 
to a separation between neighbouring centroids of ~95 km, because 
it presented a good balance between reducing the number of sites 
lost due to incomplete time series at finer resolutions and reducing 
the degree of uncertainty which increased at coarser resolutions, 
and previous studies in the region support this resolution (Marquez 
et al., 2019). The general results were consistent across resolutions 
(see Figure S5).

2.4  |  Spatial autocorrelation

We used spatial variogram analyses to estimate the spatial autocor-
relation in the annual density distribution of each species, before 
and after accounting for the estimated effects of temperature on 
density (Pebesma, 2004). First, annual local densities (Nt) of each 
species were log transformed to normalise their distribution, remov-
ing sites- years with zero density, thus making all results conditional 
on the presence of the species. We justify this decision by the fact 
that the presence of the species tended to occur mostly within con-
tinuous regions, causing most zeros to also occur in continuous re-
gions outside the species core range, which might have erroneously 
inflated autocorrelation estimates. The transformed densities were 
modelled as a function of temperature, allowing the models' inter-
cept to vary between years to account for changes in the overall 

population size. Temperature was allowed to have a quadratic effect, 
where density was expected to be highest at the species' thermal 
optimum and decline as temperature decreased or increased from 
that optimum (Pörtner & Peck, 2010):

where the quadratic effect of local temperature, Ts, on the log local 
density is described by the regression coefficients, �1 and �2, while 
yearly varying intercepts are indicated by the �t, where t is the year. 
Residuals, �N, represent the local density not accounted for by tem-
perature, and are assumed to be normally distributed with mean zero 
and variance estimated by the model (‘N

(
0, �2

)
’).

To estimate the spatial autocorrelation, we then estimated em-
pirical variograms of log

(
Ns,t

)
 and �N independently. Empirical var-

iograms estimate the average semivariance (i.e. a measure of the 
average degree of variation between values at distance d) of the data 
at different distance- bins of separation. Given the parameter of in-
terest (log

(
Ns,t

)
 or �N, here represented by Z for simplicity) measured 

at different locations (denoted by subscripts s and x), we estimate its 
average semivariance at distance, �(d), as:

where P is the number of pairwise observations at distance d. 
Theoretical variogram models were then fitted to the empirical vario-
gram to describe potential changes in semivariance as a function of dis-
tance, which would indicate spatial correlation (Ciannelli et al., 2008). 
We fitted theoretical variogram models with Gaussian shapes, because 
they presented the best fit to the empirical variograms of the models 
tested (exponential, spherical, Gaussian):

where R represents the range of the variogram, equals a standard 
deviation of the Gaussian function and is used as a proxy for the 
distance of spatial autocorrelation. Changes in semivariance with 
increasing distance indicate spatial autocorrelation in the data 
(Ciannelli et al., 2008). The variogram's range and sill (�∞, degree of 
semivariance among sites separated by distances greater than the 
range of autocorrelation or constant background variance among 
sites independent of distance) parameters were optimised using 
R- package gstat (version 2.0- 6; Pebesma, 2004). We omitted the 
nugget (�0, semivariance at zero distance) from the optimisation pro-
cesses, restricting it to zero, because it is expected to be influenced 
by sampling errors and variation on a scale smaller than the sam-
pling resolution, rather than the large- scale thermal effects which 
we were interested in.

To assess the effect of temperature on the spatial autocorrela-
tion in the density of a species a given year, we measured the relative 
differences (�) in the range and sill of the autocorrelation in density 
with and without accounting for temperature effects. Using θ to 
refer to either the range or sill we get:

(1)log
(
Ns,t

)
= �t + �1Ts + �2T

2
s
+ �N ,

(2)�(d)=
1

2P(d)

∑

P(d)

(
Zs−Zx

)2
,

(3)�(d)=
(
�∞−�0

)
e

(
−

d2

2R2

)

+�01(0,∞)(d),
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where positive values for �� indicate a positive autocorrelat-
ing effect of temperature on density, while negative �� indicate 
decorrelating effects of temperature on population density. The 
autocorrelation analyses were restricted to years with a minimum 
of 15 sites with data since fewer sites resulted in highly uncertain 
estimates.

2.5  |  Local effects on density

We examined spatial patterns in local annual changes in density 
(rt ), which we estimated by dividing the local density of a given 
year (Nt ) by the density of the previous year (Nt−1) and log trans-
forming, rt = log

(
Nt ∕Nt−1

)
. We studied the effects that density 

dependence and temperature had on rt individually and in combi-
nation with each other. Local strength of density dependence was 
estimated by fitting a Gompertz model (Dennis & Taper, 1994) to 
each site:

where �1 is the strength of local density dependence, �0 is the mod-
el's intercept and �t ∼ N

(
0, σ2

)
 is the residuals or variation in local 

changes in density unexplained by the estimated density dependence. 
Increasingly negative �1 estimates indicate a stronger density depen-
dence. Similarly, we estimated the local effects of temperature on 
changes in density with:

where �t ∼ N
(
0, �2

)
 represents the residual variation in rt unexplained 

by temperature. We were not able to allow temperature to have a qua-
dratic effect, as we did in the case of yearly spatial autocorrelation, be-
cause there were too few points for each site (i.e. number of years with 
consecutive local density estimates) to generate reliable estimates. 
Lastly, we assessed how local density dependence and temperature 
combined predicted changes in density in each site with the following 
additive model:

where �t ∼ N
(
0, �2

)
.

2.6  |  Spatial synchrony

We estimated the spatial synchrony in annual local changes in 
density (r ) and in the annual local changes in density not pre-
dicted by density dependence and/or temperature, that is residu-
als from Equations 5– 7, parametrically (Engen et al., 2005; Grøtan 
et al., 2005). We used the same approach to estimate the spatial 
synchrony for each of these variables and will therefore use vari-
able y to represent either of them in the following. Before applying 

the spatial synchrony models, each variable was locally centred 
across years, y = y − y and then scaled by the standard deviation, 
that is 

� ∑�
y2
�
∕(n − 1), where y is a vector containing the local 

annual values of the variable and n is the number of years with 
data. The spatial synchrony model describes y at site s and time 
t as

where �(s) is the mean at site s, and W(s, t) and �(s, t) are the spatially 
dependent and independent variables, respectively, both with zero 
means. The spatially dependent variable, W(s, t), represents the spa-
tially structured deviations from �(s), and the spatially independent 
variable, �(s, t), represents the residual variability caused by random-
ness and sampling error. How the spatially structured variable devi-
ates from the mean with distance (d) is described by the covariance 
function

where covariation between two sites, s and b, is dependent on the 
variance within each site, and the synchrony, �, which depends on the 
distance (d) separating the sites. The way � varies with distance is de-
scribed as

where �0 is the degree of synchrony at distances approaching zero, �∞ 
is the degree of synchrony between points infinitely far apart and h(d) 
is a Gaussian function, e

(
−

d2

2l2

)

, that describes the rate of decline in syn-
chrony with increasing distance, where l  is the standard deviation of 
the Gaussian function, that is the distance at which around 68% of the 
drop in synchrony between �0 and �∞ has occurred, and can be used as 
a spatial scaling measure of spatial autocorrelation (Engen et al., 2005; 
Lande et al., 1999).

Finally, the values of a variable at time t, yt, can be described by 
E
(
yt| �

)
= � and Var

(
yt| �

)
= � + �2

�
I, where � is the spatial covari-

ance and �2
�
I is the spatially independent covariance. Assuming that W 

and � are lognormally distributed, the mean corrected values should 
be multivariate normally distributed, and we can use the likelihood 
function to estimate �0, �∞ and l . For the optimisation of the likelihood 
functions used to estimate the synchrony parameters, l  was con-
strained to values between the minimum and maximum distance be-
tween sites for each species. Confidence intervals of parameters were 
estimated through parametric bootstrapping, using the estimated �0, 
�∞ and l  parameters to define multivariate normal distributions from 
which random values were drawn to refit the model for each boot-
strap sample (5000 times per species, resolution, and variable). Lastly, 
we compared the spatial synchrony in r to the spatial synchrony of 
local changes in density unexplained by temperature and/or density 
dependence, that is residuals from Equations 5– 7. If synchrony in r is 
higher than synchrony in residuals from a given model, the variable in 
that model was assumed to have a synchronizing effect. In contrast, if 
the residuals were more synchronous, the variable in the model had 
a desynchronizing effect. All data analyses were carried out using R 
version 4.1.2 (R Core Team, 2021).

(4)�θ =
θlog(N) −θ�N

θlog(N)
,

(5)rt =�0+�1 log
(
Nt−1

)
+�t ,

(6)rt =�0+�1 Tt−1+�t ,

(7)rt =�0+�1 log
(
Nt−1

)
+�2 Tt−1+�t ,

(8)y(s, t)=�(s)+W(s, t)+�(s, t),

(9)Cw (d)=Cov(W(s, t),W(b, t))=�(s)�(b)�(d),

(10)�(d)=�∞+
(
�0−�∞

)
h(d),
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3 | RESULTS

3.1  |  Spatial distribution and autocorrelation 
patterns

Average local SBT varied from 6.21°C in the southwest edge of the 
sampled area to −1.25°C in the northeast, with an average of 1.71°C 
and a median of 2.03°C (Figure 1). Most of the study species were 
caught at least once across most of the study region, with the excep-
tions of blue whiting and Norway pout, which were absent from the 
colder eastern Barents Sea, suggesting that the Barents Sea contains 
the northern edge of their distributions, and herring which was absent 
in the north (Figure S2). The variogram analyses showed high inter-
annual and interspecific variation in spatial autocorrelation in density 
(Figure S3). Lumpfish, the least abundant species, showed the shortest 
average range of autocorrelation and lowest sill (Table 1). In contrast, 
Norway pout and blue whiting showed the highest sills and long au-
tocorrelation ranges. The range of autocorrelation of long rough dab 
was similarly long to Norway pout's, but its sill was almost as low as 
lumpfish's. The other species ranked as follows, from shortest to long-
est range: herring, capelin, cod, beaked redfish, and haddock (Table 1).

For most species and years, the spatial autocorrelation in density 
was greater than the autocorrelation in the density residuals after 
accounting for the effect of temperature, which indicates that the 
spatial autocorrelation in temperature affected the autocorrela-
tion in population density. On average, temperature explained a 
larger proportion of the spatial autocorrelation in population den-
sity of Norway pout, long rough dab, haddock, followed by beaked 

redfish, blue whiting, lumpfish and lastly, cod and capelin (Table 1). 
Temperature was not found to play an important role in the auto-
correlation pattern of herring (Table 1; Figure 2). In general, tem-
perature accounted for an increasing proportion of the sill in Norway 
pout (0.010 (regression coefficient) [0.005, 0.015] (95% confidence 
intervals)), beaked redfish (0.010 [0.003, 0.017]), lumpfish (0.011 
[0.006, 0.016]) and long rough dab (0.008 [0.001, 0.016]), indicating 
a stronger autocorrelating effect of temperature in later years (Fig-
ure 2). Temperature also accounted for an increasing proportion of 
the range of autocorrelation in the density of Norway pout (0.009 
[0.003, 0.015]) and long rough dab (0.010 [0.003, 0.017]).

3.2  |  Local effects of temperature and 
density dependence

Spatial patterns in the effects of density dependence and tempera-
ture on local density dynamics varied among species (Figure 3). The 
effects of temperature on density dynamics showed a clearer spatial 
structure when examined in combination with the effects of density 
dependence (Figure 3), than without (Figure S4). The local strength 
of density dependence was on average weakest in Norway pout and 
blue whiting, the two species with the greatest affinity for warm wa-
ters. Local strength of density dependence was most spatially clus-
tered in beaked redfish, haddock, cod and long rough dab, resulting 
in large patches with strong density dependence and large patches 
of weak or no density dependence. Capelin, lumpfish and herring 
also showed some spatial variation in the strength of density de-
pendence, but they were strongly density- dependent across a larger 
extent of their studied ranges compared to the other species.

The local effects of temperature on density were positive across 
most of the range of Norway pout and blue whiting (Figure 3). 
The southwestern Barents Sea represents the north- easternmost 
boundary of Norway pout's and blue whiting's distributions, and 
temperature is expected to have a stronger effect on abundance 
around the latitudinal boundaries of a species distributions, as these 
are often related to thermal tolerance (Heino et al., 2008; Husson 
et al., 2020). In beaked redfish, haddock, cod and long rough dab, 
warming had positive effects largely limited to the east, possibly in-
fluenced by the strong thermal gradient of the Polar front (i.e. where 
warm Atlantic waters meet cold Arctic waters; Husson et al., 2020). 
In addition, warming had weak negative effects along the south-
western distribution margin in beaked redfish, cod, and lumpfish. 
The response of capelin to warming differed from the other species, 
where negative correlations with temperature predominated in the 
north of their distributions and positive in the south. Lastly, the ef-
fect of temperature on herring was highly heterogeneous.

3.3  |  Spatial synchrony

The scaling of spatial synchrony, l , (i.e. a standard deviation of 
the Gaussian function describing the change in synchrony with 

F I G U R E  1  Map of the Barents Sea overlaid with the hexagonal 
grid used to define each site. The grid colours indicate the average 
site's sea bottom temperature (SBT) recorded during the survey, 
1986– 2015, January– March. Each dot represents a trawl. The 
larger grey areas represent land masses and the depth profile is 
indicated by bathymetry lines.
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increasing distance, see Gaussian function within Equation 10) in 
local changes in density (r) was shortest in capelin followed by had-
dock, and lumpfish (Table 2; Figure 4). At the other end of the scale, 
spatial synchrony in changes in density showed the longest scaling in 
cod and long rough dab. They were followed closely by blue whiting, 
which had one of the smallest distributional range coverages within 
the study area and showed the overall highest degree of synchrony. 
Norway pout, herring and beaked redfish showed intermediate spa-
tial scaling. After blue whiting, the degree of synchrony in changes 

in density at distances approaching zero was highest in haddock, 
Norway pout, herring and cod. In contrast, long rough dab, beaked 
redfish and lumpfish showed very little synchrony at short distances. 
Besides blue whiting, Norway pout, haddock and long rough dab, 
the synchrony in local changes in density at very long distances was 
below 0.1 for all species.

Because there was a high degree of overlap between the confi-
dence intervals of the synchrony in the annual density variation and 
the synchrony in the model residuals (Figure S5), we focus on results 

Species

log(Nt) �

Range (km) Sill Range Sill

Norway pout 155 (97– 254) 6.69 (2.83– 10.65) 0.42 0.64

Blue whiting 137 (69– 393) 5.58 (2.16– 15.33) 0.08 0.11

Beaked redfish 116 (65– 255) 3.42 (2.07– 5.4) 0.10 0.20

Haddock 126 (73– 250) 3.02 (1.17– 8.41) 0.22 0.39

Cod 108 (52– 176) 1.04 (0.39– 4.71) 0.05 0.08

Capelin 105 (50– 178) 4.38 (2.39– 7.65) 0.04 0.08

Lumpfish 96 (31– 160) 0.83 (0.43– 1.4) 0.06 0.11

Long rough dab 143 (109– 354) 1.21 (0.78– 2.54) 0.32 0.42

Herring 97 (53– 313) 3.35 (1.25– 10.45) −0.01 0.01

Note: In brackets are the values for the years with the minimum and maximum estimates. Darker 
green is indicative of greater parameter values relative to the other species. On the right, relative 
proportion of the spatial autocorrelation associated to the direct effect of sea bottom temperature 
(� in Equation 4), where darker red indicates a greater proportion of autocorrelation related to 
temperature.

TA B L E  1  Medians of the ranges and 
sills (i.e. semivariance between sites 
separated by distances greater than the 
estimated range of autocorrelation, or 
constant background variance among 
sites independent of distance) of the 
variograms estimating the annual spatial 
autocorrelation in density, that is log(Nt), 
between 1985 and 2016.

F I G U R E  2  Black lines show the relative 
proportion of the sill (a) and range (b) of 
the spatial autocorrelation in the density 
of each species and year that is explained 
by temperature (i.e. �� in Equation 4). In 
2012 for lumpfish, and 2011 to 2013 for 
herring, less than 15 sites had matching 
records of species occurrences and 
temperature, which was below the 
threshold of minimum amount of data that 
we had established to estimate reliable 
autocorrelation estimates.
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that were consistent across species or which showed least overlapping 
confidence intervals. Overall, local density dependence tended to have 
a desynchronizing effect on the local annual changes in density at dis-
tances approaching zero for most species, with the desynchronizing 
effect being most noticeable in cod, herring, long rough dab, beaked 
redfish, capelin and Norway pout (Table 2). Density dependence also 
showed a desynchronizing effect on changes in density at very long 
distances in Norway pout and cod, as well as capelin and haddock to 
a lesser extent, and little to no effect in the other species. Despite the 
overall desynchronizing effect of density dependence, it had a positive 
effect on the scale of synchrony in cod, herring and Norway pout, and 
negative effect in beaked redfish. No effect of density dependence on 
the synchrony in changes in density of blue whiting was found.

In contrast to density dependence, temperature tended to syn-
chronise annual changes in density, as shown by the generally lower 
degree of synchrony in the residuals of the model accounting for 
temperature, although, the synchronizing effect of temperature 
was minimal (Table 2) in some species (capelin, lumpfish, herring; 
Figure 4). The synchronizing effect of temperature was highest in 
beaked redfish and blue whiting, followed by long rough dab and 
haddock. There was no clear effect of temperature on the scale of 
synchrony in changes in density across all species. Still, temperature 
had a negative effect on the scale of synchrony in blue whiting, long 
rough dab, and Norway pout.

Because the temperature and density dependence generally had 
contrasting effect on spatial synchrony, that is temperature syn-
chronised and density dependence desynchronised, they tended 
to cancel each other out resulting in spatial synchrony in the resid-
ual changes in density that very closely resembled the synchrony 
pattern of the raw annual changes in density. Still, the stronger de-
synchronizing effect of density dependence compared to the syn-
chronizing effect of temperature at short distances was evident in 
most species: long rough dab, beaked redfish, capelin, cod, herring 
and Norway pout (Table 2).

4  |  DISCUSSION

We provide empirical evidence showing that the annual local 
changes in density of fish in the Barents Sea tend to be spatially 
synchronised by temperature, and spatially desynchronised by 
local density dependence (Figure 4). While the effects of these 
variables on the spatial synchrony of changes in density were 
weak in most species, they were consistent across all our study 
species. Species whose presence in the Barents Sea are mostly 
associated with the leading edge of their distribution were more 
synchronised by temperature than more northern species whose 
ranges were already well established across the entire Barents 

F I G U R E  3  Maps of the Barents Sea 
with the hexagonal grid used to define 
each site. The colours represent the 
regression coefficient (𝜷) of the variables 
used to estimate species- specific annual 
local changes in density, that is density 
dependence and sea bottom temperature 
(SBT), when modelling changes in density 
with both variables together in the model. 
Lower (or more negative) regression 
coefficients in the density dependence 
represent stronger density dependence. 
The outer grey polygon represents the 
sites in which the species have been 
caught at least once, however, only sites 
with more than five data points were 
included (black inner polygon).
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Sea. Our results agree with theoretical studies predicting a nega-
tive effect of strong density dependence on spatial synchrony 
(Engen & Sæther, 2005; Lande et al., 1999), and empirical stud-
ies highlighting the important roles that density dependence and 
environmental conditions, such as temperature, can play in driving 
spatial synchrony in wild populations (Hansen et al., 2020; Her-
findal et al., 2020; Myers et al., 1997; Nicolau et al., 2022; Post & 
Forchhammer, 2004; Sæther et al., 2007).

Temperature can strongly influence the spatial (Husson 
et al., 2020) and temporal (Dingsør et al., 2007) variation in the 
dynamics of populations (Ottersen & Loeng, 2000; Poloczanska 
et al., 2016). Here, the observed scaling of spatial synchrony in an-
nual changes in density was similar to the scaling of synchrony in 
sea temperature estimated in other studies (Herfindal et al., 2022), 
suggesting that sea temperature generates spatial synchrony in 
population fluctuations. In addition, when analysing the spatial 
density distribution of individual years, temperature was shown 
to be an important factor autocorrelating the distribution of spe-
cies like Norway pout and long rough dab, possibly through its 
regulation of local carrying capacities and habitat suitability (Fig-
ure 2; Myers, 2001). However, we found that, while local tempera-
ture had a synchronizing effect on the density dynamics of most 
Barents Sea fish, this synchronizing effect was weak. The spe-
cies whose synchrony was most influenced by temperature were 
those with the strongest association to warmer waters within the 
Barents Sea, that is blue whiting, haddock, beaked redfish, and 
Norway pout. The synchronizing effect of temperature on these 
species was probably further influenced by the fact that our data 
was collected during winter, and colder winter temperatures pose 
a stronger regulation on the vital rates of more southern species, 
who find themselves closer to their thermal tolerance limits. The 
strong synchronizing effect of temperature on the northward 
distributional edge of southern species within the Barents Sea 
highlights the high vulnerability of these populations to declines 
in temperature. Similarly, warm years could induce synchronous 
increases in density across large areas. As densities of southern 
species increase synchronously across large extents, their prob-
ability of successful establishment in the regions increases since 
local predators are less capable of down regulating their densities 
(Bjørnstad et al., 2008), also leading to greater instability in the 
system (Liu et al., 2016).

Density dependence was found to spatially desynchronise local 
fluctuations in population density in most of the studied species, 
particularly over shorter distances. Theory predicts that populations 
with stronger density dependence will tend to return faster toward 
a carrying capacity (Lande et al., 1999). At local scales, this implies 
that in populations with strong density dependence, departures 
from the local carrying capacity are offset faster locally, preventing 
local changes in density from influencing other locations through 
dispersal, thereby desynchronizing density (Engen & Sæther, 2005; 
Marquez et al., 2019). We did not find a clear relationship between 
the distribution of local strengths of density dependence (Figure 3) 
and the effects of that local density dependence on synchrony TA
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(Table 2). It is possible that the Gompertz model used here to pro-
vide rough approximations of the density- dependent dynamics was 
useful for identifying regions of stronger or weaker density depen-
dence but insufficient to provide accurate measurements of the 
expected changes in density. Changes in density could follow more 
complex nonlinear dynamics influenced by, for example, changes in 
interspecific interactions and age structure (Marquez et al., 2021). 
More advanced multi- species population models might therefore 
present great potential for future research aiming to disentangle the 
effects of density dependence on spatial synchrony in population 
fluctuations.

This study focused on the direct effects of temperature and 
density dependence, but these two variables are also likely to 
have time- lagged and non- local effects on density dynamics, 
and thereby on synchrony, which might be more difficult to dis-
entangle. For example, density dependence and temperature 
are known to have strong effects on recruitment rates and year- 
class strength, that is cohort size at the end of the larval stage 
(Dingsør et al., 2007), and strong year- classes have been shown 
to remain large in subsequent years (Myers, 2001; Ottersen & 
Loeng, 2000). Population density dynamics could therefore be 

spatially synchronised by large cohorts produced by good years, 
which disperse and settle homogenously as they age (Planque 
et al., 2011). The demographic structure of the population can 
also influence how spatial synchrony in density is affected by local 
density dependence and temperature (Marquez et al., 2021). For 
instance, older and larger individuals within a population are likely 
to be less sensitive to adverse environmental impacts than smaller 
individuals. As such, if the population is spatially age- segregated 
(Bogstad et al., 1994), environmental effects might be felt more in 
regions dominated by younger individuals. Similarly, years when 
the population age structure is skewed toward younger age class 
might be more sensitive to environmental factors than years when 
the average age in the population is higher. Future empirical stud-
ies should explore the effects of harvesting on synchrony, since 
harvesting is known to influence the structures and dynamics of 
populations, thus affecting synchrony (Jarillo et al., 2018). Lastly, 
while density dependence was found to be very weak in blue whit-
ing, previous studies have highlighted that blue whiting abundance 
in the Barents Sea is highly influenced by density- dependent spill- 
over from the main population located along the Norwegian Sea 
(Heino et al., 2008).

F I G U R E  4  Spatial synchrony in annual 
changes in density (i.e. not accounting for 
the effects of any other variables) and its 
residuals after accounting for the effects 
of temperature, density dependence and 
both together. Each plot is representative 
of the dynamics of the species indicated 
over the plot.
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The results presented here highlight the complexity of po-
tential drivers of spatial synchrony in population dynamics. We 
show that, while temperature regulates local changes in den-
sity and patterns of spatial autocorrelation in the distribution of 
several marine fish populations, its effects on spatial synchrony 
were weak. The positive effect of temperature on spatial syn-
chrony was nevertheless stronger among the species with more 
southern affinities expanding their ranges into the Barents Sea. 
This has important implications for conservation, as it confirms 
that species should become increasingly synchronised as they 
shift their ranges to track their thermal optima globally, especially 
those species that do not manage to shift range at the same rate as 
the climate around them (Poloczanska et al., 2013). Similarly, the 
desynchronizing effect of density dependence was not uniform 
across species, possibly because of complex and heterogeneous 
interspecific interactions (Lee et al., 2020).

Spatial population synchrony influences crucial ecological 
processes and management decisions, including vulnerability to 
diseases outbreaks (Bjørnstad, 2000; Viboud et al., 2006), har-
vesting (Jarillo et al., 2020), and ultimately extinction risk (Heino 
et al., 1997). No single process is likely to be solely responsible 
for the spatial synchrony exhibited by a species. Therefore, quan-
tifying the relative effects of potential synchronizing and desyn-
chronizing forces provides a good approach to understanding 
synchrony. Considering the environmental changes projected for 
the Barents Sea (Johannesen et al., 2012) and globally, improving 
our understanding of individual synchrony drivers is essential for 
achieving sustainable conservation and management goals (Han-
sen et al., 2020).
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SUPPORTING INFORMATION
Additional supporting information can be found online in the 
Supporting Information section at the end of this article.
Figure S1: Estimated average annual sea bottom temperature (sea 
bottom to 30 m above sea bottom) between January to April.
Figure S2: Maps showing the estimated local log- densities each year. 
The solid lines around the coloured cells show that total area that 
was sampled that year, with white space showing areas that had 
been sampled but no individuals of the species were found. The 
dotted lines show the total area where the species has been found 
at least once during the duration of the survey. The grey areas show 
the land masses surrounding the Barents Sea.
Figure S3: Gaussian variograms showing the spatial autocorrelation 
for each species (noted on the top left) in density by year. The 
solid variogram line shows the autocorrelation in density, and the 
dashed line shows the results of the autocorrelation in the residual 
density after estimating the predicted effect that temperature had 
on density each year. The values on the top left of each plot show 
the range (km) and the sill of the density (top) and residual density 
(bottom).
Figure S4: Maps of the Barents Sea with the hexagonal grid used to 
define each site. The colors represent the regression coefficient (𝜷) 

of the variables used to estimate local density growth, i.e. strength 
of density dependence and sea bottom temperature, SBT. These 
regression coefficients correspond to the ones obtained when 
modelling local density growth with either variable independently. 
Lower 𝜷 in the density regulation represent stronger density 
dependence. The outer grey polygon represents the sites in which 
the species have been caught at least once, however, only sites with 
more than five data points were included. The inner black polygon 
shows the sites where there was data for both density changes and 
temperature.
Figure S5: Spatial synchrony in annual density changes. Each 
column represents the spatial synchrony corresponding to the 
residuals of the model which included the variable or variables 
noted on the right. That is, the synchrony in the local density 
changes not explained by that variable. The black solid and dotted 
lines in each plot represent the median and 95% confidence 
intervals of the spatial synchrony of the unaltered annual density 
changes for the corresponding species, and its included for easier 
comparison. The resolutions under which the analyses were 
performed in shown at the top.
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