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A B S T R A C T

This study investigates the effect of surface currents on wind-generated waves in a complex coastal system
with narrow fjords. The simulations are based on a phase-averaged wave model forced with surface currents
from a high-resolution coastal ocean and fjord circulation model, and high-resolution winds from a nested
atmospheric model. Wave simulations with and without ocean forcing are evaluated by comparing integrated
wave parameters and modelled spectra with observations from five wave buoys. The comparison covers three
winter seasons (2017–2020) and a case study. The wind sea part of the spectrum is better simulated at all
locations when using the current forcing. At the most sheltered location, where wind sea dominated the wave
climate, the wave height estimates improved by 12 percentage points when including current forcing. Spectral
moments and the shape of the average spectra are also improved at most of the locations when current forcing
is applied. The effect of wave–current interactions was found to be more pronounced at inner locations where
the relative difference of spectral bandwidth is up 5%, the difference in directional spreading is greater than
5 degrees during strong surface currents, and the relative difference in peak frequency is exceeding 10%. Our
results are consequential for narrow, deep and sheltered water bodies, but are not expected to carry over to
shallow water areas.
. Introduction

Predicting wave growth is essential for a range of oceanic and
oastal applications, such as maritime transport, fish farming and ocean
ngineering. Nonetheless, the quality of wave predictions is highly
ffected by both atmospheric and ocean forcing. While the former
enerates wind waves, the latter modulates the existing wave field. The
elative wind speed acting on the sea surface is modified by surface
urrent, which in turn affects the wave growth. According to Ardhuin
t al. (2012), the relative wind effect can explain about 20%–40% of the
odulation in wave height induced by strong currents off the west coast

f France. Surface currents also change the absolute wave frequency (𝑓 )
hrough the Doppler shift. Spatial variation of surface currents modifies
he relative wave frequency (𝜎 = 2𝜋𝑓 − 𝒌 ⋅ 𝒖𝒄 , where 𝒌 and 𝒖𝒄 are the
avenumber and surface current vectors), and causes wave refraction
nd energy bunching/stretching.

Opposing currents can be associated with the occurrence of extreme
ave heights, i.e., rogue waves (Onorato et al., 2011; Toffoli et al.,
015). Regions with strong wave–current interactions can enhance
ave breaking (Melville et al., 2005; Romero et al., 2017). Romero

∗ Corresponding author at: Norwegian Meteorological Institute, Allégaten 70, 5007 Bergen, Norway.
E-mail address: konstantinos.christakos@met.no (K. Christakos).

et al. (2017) found large modulations of the wave height, up to 30%,
due to wave–current interactions at the edge of an upwelling jet off the
coast of Northern California and the Loop Current in the Gulf of Mexico.
Their results showed large variations in wave breaking parameters,
such as significant slope, whitecap coverage and directional spreading,
with the two last ones being inversely correlated.

It is well known that large-scale wind-driven currents—such as the
Gulf Stream (Mapp et al., 1985), the Kuroshio (Hwang, 2005) and the
Agulhas current (Irvine and Tilley, 1988)—affect surface waves in the
open ocean significantly. Ardhuin et al. (2017) found that also smaller
scale currents (10–100 km) significantly affect ocean waves. Marechal
and Ardhuin (2021) concluded that incident waves with small direc-
tional spreading (swell) experience stronger wave height gradients in
the Agulhas region. Romero et al. (2020) found that, during low winds,
the significant wave height in the Santa Barbara Channel can increase
by up to 50%–80% in specific areas due to current-induced refraction.
However, to our knowledge, the impact of currents on wind-generated
waves in much narrower channels, e.g., fjords, has not been explored.

This study aims to quantify the impact of ocean currents on surface
waves in fjords. Fjords are typically long, narrow and deep inlets of
ttps://doi.org/10.1016/j.ocemod.2021.101894
eceived 16 April 2021; Received in revised form 12 August 2021; Accepted 4 Oct
vailable online 12 October 2021
463-5003/© 2021 The Author(s). Published by Elsevier Ltd. This is an open acces
http://creativecommons.org/licenses/by/4.0/).
ober 2021

s article under the CC BY license

https://doi.org/10.1016/j.ocemod.2021.101894
http://www.elsevier.com/locate/ocemod
http://www.elsevier.com/locate/ocemod
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ocemod.2021.101894&domain=pdf
mailto:konstantinos.christakos@met.no
https://doi.org/10.1016/j.ocemod.2021.101894
http://creativecommons.org/licenses/by/4.0/


K. Christakos, J.-V. Björkqvist, Ø. Breivik et al. Ocean Modelling 168 (2021) 101894

f

t
i
i
i

𝑆

𝑆

2

B
e
t
c
s
t
b

𝑆

t

w
c
e

water. The water masses in fjords are often strongly stratified, contain-
ing three distinguishable water masses: (i) surface (brackish) water, (ii)
intermediate water and (iii) basin (deep) water (e.g., Saetre, 2007). The
surface layer often receives freshwater from rivers, but this is mixed
with the more saline water flowing into the fjord from coastal and
offshore regions, creating a brackish surface layer. The intermediate
layer is located between the surface layer and the deep water, where
the latter is typically bounded by the depth of the sill. The circulation
in the intermediate layer is dominated by horizontal pressure gradients
between coastal and fjord waters with longer time scales than upper
layer dynamics. Tides affect the fjord dynamics at all levels.

The depth of the surface layer is about 1–10 m depending on the
river runoff’s strength (seasonal variation) and the amount of wind-
driven mixing. The circulation in the surface layer is also strongly
affected by winds and waves. The wave climate is mainly determined
by the dominant wind direction and strength, the typical duration of
low-pressure systems, and the geometry of the fjord system (fetch and
width of fjords). As many Norwegian fjords are long with steep moun-
tainsides, they are often exposed to intensified and topographically
steered winds.

The Norwegian Coastal Current flows northwards along the Nor-
wegian coast (Saetre, 2007). The current transports low salinity water
from the Baltic Sea and the Norwegian rivers to the Barents Sea. It
is primarily driven by density gradients (Garvine, 1995) and by the
dominant southwesterly winds (Skagseth et al., 2011, and references
herein).

In complex nearshore areas, such as the Norwegian coast, with
thousands of islands and narrow channels, providing accurate wave
forecasts is challenging. Two Norwegian organizations have developed
and provide open-access operational wave forecasts along the Norwe-
gian coast: (i) the Norwegian Meteorological Institute which provides
coastal wave forecasts based on the WAM model (The Wamdi Group,
1988) with 800 m spatial resolution and (ii) the Norwegian Coastal
Administration in cooperation with NORCE AS and BarentsWatch who
have developed a coastal wave forecast system for fairways based on
STWAVE (Massey et al., 2011) with 100 m spatial resolution (Furevik,
2017). None of these operational forecast systems accounts for the im-
pact of surface currents on the waves in the coastal zone and in fjords.
The imprint of currents on ocean waves in fjord areas has not been
quantified, mainly due to a lack of appropriate high-resolution ocean
forcing and observations. In these areas, remote sensing techniques,
such as satellites, are not reliable (due to the land proximity), and the
observations are mainly limited to point measurements such as wave
buoys.

In 2016, the Norwegian Public Roads Administration (NPRA)
launched one of the largest measurement campaigns of wind, wave
and current conditions along the Norwegian coast. The Norwegian
authorities aim to upgrade the coastal highway route, potentially
replacing ferries on several fjord-crossings with bridges and tunnels.
The measurement campaigns in the fjords provide the essential data for
the design of these large state-of-the-art road projects but also function
as advanced met-ocean studies in areas where they previously were not
possible. This study has the overall goal of taking advantage of these
unique measurements to improve our understanding of wave–current
interactions for designing coastal structures, and aims at answering the
following questions: (i) how important are the ocean currents for the
wave modulation in a fjord system, (ii) which mechanisms affect the
coastal and fjord waves, and (iii) what is the order of importance of
current effects on waves in different fjord locations/conditions?

Our study is focused on a deep (more than 300 m deep in most
places) fjord system located on the west coast of Norway (Fig. 1).
Special attention is given to two areas: (i) Sulafjorden, equipped with
buoys A–D, is a fjord exposed to strong swell from the Norwegian Sea,
and (ii) the fjord cross-section near buoy F, as shown in Fig. 1.

This paper is organized as follows. Section 2 presents an overview of
the wave model and the wave–current interaction theory, and Section 3
describes the results. Sections 4 and 5 discuss the results and present
our conclusions.
 b

2

2. Description of the modelling system

The study area is illustrated in Fig. 1 (also described in Christakos
et al. (2020)). Buoys A, B, C, and D (Breisundet) are located in Su-
lafjorden, and buoy F is deployed at the junction between three fjords.
Sulafjorden has an average width of 4–5 km and a length of about 10
km. Wind sea and swell conditions usually coexist in Sulafjorden due
to its exposure to the open sea. However, the inner parts of the fjord
system, e.g., location F, are characterized by a wave climate with only
local wind sea and little or no swell.

2.1. The wave model

The wave model SWAN (Simulating WAves Nearshore, Booij et al.,
1999; Ris et al., 1999) is a third-generation spectral model developed
mainly for coastal applications. In this analysis, the SWAN cycle III
version 41.20 is implemented for the fjord system. The model deter-
mines the evolution of the wave action density 𝑁 = 𝐸∕𝜎 (𝐸 is the
wave variance density), dictated by the action balance equation

𝜕𝑁
𝜕𝑡

+
𝜕(𝑐𝑥𝑁)
𝜕𝑥

+
𝜕(𝑐𝑦𝑁)
𝜕𝑦

+
𝜕(𝑐𝜎𝑁)
𝜕𝜎

+
𝜕(𝑐𝜃𝑁)
𝜕𝜃

=
𝑆𝑡𝑜𝑡𝑎𝑙
𝜎

. (1)

Here, 𝑐𝑥 and 𝑐𝑦 are the group velocity vector components in ge-
ographical (𝑥, 𝑦)-space. The 𝑐𝜎 and 𝑐𝜃 represent the propagation in
requency–direction (𝜎, 𝜃) space. The term 𝑆total is defined in Eq. (2) as

the sum of the individual source terms, where 𝑆in is energy input gen-
eration by wind, 𝑆ds is the dissipation induced by white-capping, 𝑆nl4 is
he nonlinear wave energy transfer due to four-way wave (quadruplet)
nteractions, 𝑆nl3 is the three-way (triad) nonlinear interactions active
n shallow to intermediate water, 𝑆f ric is the bottom friction and, 𝑆brk
s the depth-induced wave breaking,

total = 𝑆in + 𝑆ds + 𝑆nl4 + 𝑆nl3 + 𝑆f ric + 𝑆brk . (2)

nl3 can be ignored in deep water and is switched off.

.1.1. Saturation-based white-capping and wind input
We are using the saturation-based white-capping by Alves and

anner (2003), which is implemented in SWAN by van der Westhuysen
t al. (2007). This white-capping parameterization is more accurate
han the SWAN default by Komen et al. (1984) in mixed swell-wind sea
onditions and was found to perform well in fjord areas in a previous
tudy (Christakos et al., 2021). This white-capping function (𝑆ds) has
wo parts: a non-breaking part given by Komen et al. (1984) and a
reaking part (𝑆break), which is defined as (SWAN team, 2017)

break (𝜎, 𝜃) = −𝐶ds

(

𝐵(𝑘)
𝐵r

)𝑝′∕2

[tanh (𝑘𝑑)]
2−𝑝0
4

√

𝑔𝑘𝐸(𝜎, 𝜃). (3)

Here, 𝐶ds = 0.50 × 10−4 is the white-capping dissipation parameter,
𝑔 is the acceleration due to gravity, and 𝑑 is the water depth. The
azimuthally integrated spectral saturation is given by 𝐵(𝑘) = 𝐸(𝜎)𝑘3𝑐g
where 𝑐g is the wave group velocity. If 𝐵(𝑘) is under the threshold
saturation level (𝐵r = 1.75 × 10−3) there is no wave breaking, but a
background dissipation is obtained by 𝑝′ = 0. If 𝐵(𝑘) is greater than 𝐵r ,
here is breaking and 𝑝′ = 𝑝0 (𝑝0: a calibration exponent). Here, 𝑝′ is

given as a function of 𝐵(𝑘), in order to obtain a smooth change between
these two conditions (Alves and Banner, 2003).

The wind input (𝑆in) is a combination of the formulations by Komen
et al. (1984), Plant (1982), expressed by Yan (1987),

𝑆in(𝜎, 𝜃) =

{[

𝐶1

(

𝑢∗
𝑐

)2

+ 𝐶2

(

𝑢∗
𝑐

)

+ 𝐶3

]

cos (𝜃 − 𝜃w) + 𝐶4

}

𝜎𝐸(𝜎, 𝜃).

(4)

here 𝑐 is the phase velocity, 𝜃𝑤 is the wind direction, and 𝐶1−4 are
oefficients (given by SWAN team (2017)). The friction velocity (𝑢∗)
stimate is based on Zijlema et al. (2012). The package will hereafter
e denoted WESTH.



K. Christakos, J.-V. Björkqvist, Ø. Breivik et al. Ocean Modelling 168 (2021) 101894

H
𝑠

t
m
b

Fig. 1. The inner domain of simulations (red rectangular) with locations of wave buoys A–D and F (lower right panels). Observed (obs.) and modelled (nearest grid point of
Norkyst800/WRF0.5 data as interpolated to SWAN grid) surface current (𝑢𝑐 ) and wind (𝑈10) roses at different buoy locations during three winter periods (December 2017–February
2020). Current and wind directions follow oceanographic and meteorological convention, respectively.
2.1.2. Wave–current interactions
In the SWAN model, the wave–current interactions are mainly taken

into account in the left side of Eq. (1) via the change in propagation
velocities. The propagation velocities in physical and spectral space
under the effect of surface currents are given by

(𝑐x, 𝑐y) = 𝒄g + 𝒖𝐜, (5)

𝑐𝜎 = 𝜕𝜎
𝜕𝑑

(

𝜕𝑑
𝜕𝑡

+ 𝒖𝐜 ⋅ 𝛁𝑑
)

− 𝑐g𝒌 ⋅
𝜕𝒖𝐜
𝜕𝑠

, (6)

and

𝑐𝜃 = −1
𝑘

(

𝜕𝜎
𝜕𝑑

𝜕𝑑
𝜕𝑚

+ 𝒌 ⋅
𝜕𝒖𝐜
𝜕𝑚

)

. (7)

ere 𝑠 is a coordinate in the wave direction and 𝑚 is perpendicular to
.

Finally, currents also affect the right-hand side of Eq. (1) through
he wind input term 𝑆in since the wind speed in a frame of reference
oving with the currents experiences a relative wind vector (difference

etween wind and surface current vectors).
3

2.2. Model set-up and boundaries

SWAN was run in non-stationary mode with spherical coordinates,
a 10-minute time step, 36 directions, and 32 discrete frequencies
logarithmically spaced from 0.04 to 1 Hz. The inner domain with grid
resolution 250 m × 250 m (red rectangular box in Fig. 1 (lower right
panel)) is nested into the outer grid of 1 km × 1 km (more details
in Christakos et al. (2020)).

2.2.1. The ocean forcing
The ocean (surface current) forcing is provided by the Norkyst800

ocean model system (Albretsen et al., 2011) with a 1-hourly temporal
resolution. Norkyst800 is a high-resolution ocean modelling system
that covers the whole of the Norwegian coast. The system predicts
current, salinity, temperature and water level. Norkyst800 is based
on the numerical ocean model ROMS (Regional Ocean Modelling Sys-
tem, Shchepetkin and McWilliams (2005), Haidvogel et al. (2008) with
a spatial horizontal resolution of 800 m and 35 vertical levels. The
surface currents are used to force the wave model, and the upper-
most vertical level corresponds to a depth 10–20 cm below surface.
The exact thickness depends on the total water depth, as ROMS ap-
plies a terrain-following vertical coordinate. The main external forcing
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agents in Norkyst800 come from a high-resolution atmospheric model
(AROME2.5 km), a hydrological runoff model, a global tidal model and
a large-scale ocean model. Asplin et al. (2020) found good agreement
between Norkyst800 and current observations in coastal and fjord
areas, particularly in the upper 10–20 m.

2.2.2. The wind forcing
The atmospheric forcing used for the SWAN wave model runs is

generated by WRF0.5, which is a dynamical downscaling of the ERA-
Interim reanalysis (Dee et al., 2011) using the Advanced Research WRF-
ARW (Skamarock et al., 2008) numerical weather prediction model
version 3.5.0 (more details about WRF0.5 are provided by Christakos
et al. 2020). The WRF0.5 wind fields in the fjord system have a spatial
and temporal resolution of 0.5 km and 1 h, respectively.

2.2.3. The offshore wave boundaries
The NORA10 hindcast provided the wave conditions at the grid

boundaries of the outer SWAN model domain with 3-hourly temporal
resolution (information about the spectral nesting and interpolation can
be found at Breivik et al. (2009)). The NORA10’s wave component
is a 10 km × 10 km WAM model forced by HIRLAM winds nested
nside a 50 km × 50 km outer domain forced by ERA-40 winds (Reistad

et al., 2011). This outer domain covers a large part of the North
Atlantic, which provides realistic simulations of low-frequency wave
(e.g., swell) propagation from the open sea to the Norwegian coast. The
hindcast uses analysed fields from the European Centre for Medium-
Range Weather Forecasts (ECMWF) as initial and boundary conditions
and has been found to compare well with a similar downscaling of
ERA-Interim (Haakenstad et al., 2020).

2.2.4. The wave simulations
To assess the effect of the currents on wave dynamics, we have

erformed two wave simulations. The first is a control run with wind
orcing, hereafter SWAN, and an alternative run with wind and current
orcing (SWANC). The wave simulation period includes three win-

ters (December, January, February) from December 2017 to February
2020. In addition, we performed wave simulations for a selected case
with alternative current forcings equal to 2% of the wind forcing or
120% of the Norkyst800 current speed. These simulations are denoted
SWAN2%W and SWAN120%C, respectively.

2.3. Observations

Observations from wave buoys (Fig. 1) are used to assess the per-
formance of different model set-ups. The measurements include both
integrated wave parameters and spectral wave data, as well as wind and
currents (Furevik et al., 2020). The acoustic measurements of surface
currents are obtained at 1 m below the sea surface. For the evaluation
of model wind speed, the observed wind is adjusted to 10 m height
(𝑈10) using a logarithmic profile (e.g., Christakos et al., 2020).

2.4. Statistical parameters

The statistical characteristics of the sea surface can be expressed as
spectral moments as follows,

𝑚𝑛 = ∫

∞

0
𝜎𝑛𝐸(𝜎) 𝑑𝜎 𝑛 = −1, 0, 1,… , (8)

here 𝑚𝑛 is the 𝑛th-order moment of 𝐸(𝜎). In this study we estimate the
irst positive (𝑚1) and negative (𝑚−1) moment. The former gives more
eight to higher frequencies, while the latter gives more weight to

ower frequencies. When we compare to observations, these moments
ere determined by integrating up to the maximum frequency of the
bservations.

The significant wave height is estimated from the zeroth-order
oment as

√

𝑚 . (9)
m0
= 4 0

4

he spectral bandwidth (Longuet-Higgins, 1975) is defined as

=
√

𝑚0𝑚2

𝑚2
1

− 1 =

√

√

√

√

√

(

𝑇𝑚01

𝑇𝑚02

)2

− 1. (10)

he directional spreading is estimated following Kuik et al. (1988) as

𝜃 = 2

(

1 −

√

(∬ sin 𝜃𝐸(𝜎, 𝜃)𝑑𝜎𝑑𝜃)2 + (∬ cos 𝜃𝐸(𝜎, 𝜃)𝑑𝜎𝑑𝜃)2

(∬ 𝐸(𝜎, 𝜃)𝑑𝜎𝑑𝜃)2

)

. (11)

he average relative difference (RD) of a variable 𝜒 (e.g., 𝐻m0
) is

efined as

RD𝜒 =
𝛥𝜒

𝜒SWAN
(12)

where 𝛥𝜒 = 𝜒SWAN𝐶
−𝜒SWAN is the difference of 𝜒 between SWANC and

SWAN.
The temporal mean of 𝜒 over the whole simulation period is de-

noted 𝜒 , while the mean of the highest five percentiles, 𝑞 ≥ 0.95,
enoted 𝜒𝑞≥0.95.

The dimensionless width of a fjord location is calculated as

𝑋̃w =
𝑔𝑋w

𝑈2
10

. (13)

Here 𝑋w is the width (distance across the fetch, for more details
see Christakos et al. 2021).

2.5. Error metrics

The error metrics used in the present study are the Pearson cor-
relation coefficient (𝑅) which describes how model estimates (𝑦𝑖) and
observations (𝑥𝑖) are linearly correlated, where 𝑅2 ranges between 0
(no correlation) and 1 (perfect linear correlation),

𝑅 =
∑𝑁

𝑖=1(𝑦𝑖 − 𝑦̄)(𝑥𝑖 − 𝑥̄)
√

∑𝑁
𝑖=1(𝑦𝑖 − 𝑦̄)2

√

∑𝑁
𝑖=1(𝑥𝑖 − 𝑥̄)2

(14)

The bias is defined as the mean difference between 𝑦𝑖 and 𝑥𝑖,

Bias = 𝑦𝑖 − 𝑥𝑖 (15)

the scatter index is defined as the standard deviation of the difference
between 𝑦𝑖 and 𝑥𝑖 normalized by the mean of 𝑥𝑖

SI =

√

1
𝑁

∑𝑁
𝑖=1[(𝑦𝑖 − 𝑥𝑖) − (𝑦̄ − 𝑥̄)]2

𝑥̄
. (16)

Finally, the normalized difference (bias) of 𝐻m0
is defined as

NBI =
𝐻m0,𝑆𝑊 𝐴𝑁(𝐶)

−𝐻m0,𝑜𝑏𝑠

𝐻m0,𝑜𝑏𝑠

(17)

Here, 𝐻m0,𝑆𝑊 𝐴𝑁(𝐶)
and 𝐻m0,𝑜𝑏𝑠

are the modelled and observed significant
wave height. For the estimation of NBI, only 𝐻m0,𝑆𝑊 𝐴𝑁(𝐶)

and 𝐻m0,𝑜𝑏𝑠
values greater than 0.20 m are considered.

3. Results

3.1. Model evaluation

Norkyst800 reproduces the dominant current direction well (Fig. 1),
with the largest deviations at locations C and F. Compared to observa-
tions, the modelled surface current speeds are weaker at all locations.
The dominant wind direction is well represented, but the modelled
wind speed is too strong in most parts of the fjord system, as illustrated
in Fig. 1. Modelled wind and current directions are closely aligned in
locations A, C and F. In location D, the current direction is both from
east and west as the buoy is located in the centre of the straight, where
both inflows from the west and outflow from the east occur in the
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Fig. 2. Scatter plots and the corresponding 𝑦 = 𝑦
𝑥
𝑥 line of observed and simulated 𝐻m0

for SWAN (blue) and SWANC (grey) at different buoy locations during three winter periods
December, 2017–February, 2020).
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outhern and northern part of Breisundet, respectively. The dominant
ind direction at D is from the southwest. In locations A and B, the
ain current and wind directions are from the south/southeast. At

ocation C, the dominant current and wind directions are from the
outheast and south/southwest, respectively. In the innermost location
F), the dominant directions of both current and wind are from the
outheast. At all fjord locations, both wind and current directions are
etermined by the axis of the fjord.

The observed and modelled dominant wave directions agree at all
ocations (not shown). At location D, A, B, and C (Sulafjorden), the
ain wave direction is from the open ocean aligned with the fjord axis

northwest) (Fig. 1). This indicates (i) the dominant role of the open
ea waves penetrating into Sulafjorden and (ii) the importance of fjord
eometry in controlling the wave direction. At location F the dominant
ave direction is from the southeast—also aligned with the fjord axis.

As seen in Fig. 2, both SWAN and SWANC show similar overall
erformance (0–5 percentage points difference) at locations exposed
or partially exposed) to the open sea (D, A, B and C). The simulation
ith current forcing (SWANC) shows an overall better performance in

erms of wave height. Both runs perform best (𝑅 ≥ 0.87, bias ≤ 0.16 and
I ≤ 0.32) at the most exposed locations, i.e., D, A and B. In locations C,

oth model runs overestimate significantly (60–70%) the wave height.

5

t the same location SWANC shows a slightly improved 𝑅 and bias,
nd a lower (by 5 percentage points) overestimation of observed wave
eights compared to SWAN.

The highest difference between the model simulations is detected
t location F, where the simulations with surface currents (SWANC)
mprove the wave estimates by 12 percentage points compared to
WAN. In addition SWANC shows a reduction in SI (from 0.68 to 0.63),
ias (from 0.13 to 0.11), but also a small decrease in 𝑅 (from 0.81 to
.80).

The average spectrum and the average spectral moments (𝑚−1 and
1) of the overall and the highest quantiles (𝑞 ≥ 0.95) for SWAN,
WANC and observations are shown in Fig. 3. Both model runs perform
imilarly for exposed locations (D—not shown, A and B) with SWANC
roviding slightly better estimates for the spectral moments 𝑚−1 and
1. Regarding the highest 5%, the wind sea part of the spectrum

n A and B improves slightly when current forcing is included. The
verage spectrum in location C shows that both simulations have a
ear identical shape, while the simulated energy of the dominant waves
around the peak) and the spectral moments overestimate ca. 2–3
imes the observations. Regarding the highest quantiles (𝑞 ≥ 0.95) at
, SWANC shows (i) slightly higher energy of the lowest frequency
eak (e.g., swell) and (ii) lower energy of the wind sea part with
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Fig. 3. The average spectra (solid) and the average of the highest 5% (dashed) of observed (black), SWAN (blue) and SWANC (grey) at different buoy locations during three
inter periods (December 2017–February 2020).
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he peak frequency being shifted to higher frequencies than SWAN.
hen the wave simulations are compared to observations, the high

requency density peak is estimated more accurately by SWANC while
he low frequency density peak is overestimated by ca. 2 times in both
imulations with SWANC.

In the most sheltered location (F), where swell is nearly absent and
ind sea dominates the wave climate, we observe the highest reduction

by ca. 20% in 𝑞 ≥ 0.95) of the dominant energy when current forcing
s present (SWANC), fitting best the observed spectra. SWANC also
rovides the best performance in terms of spectral moments for both
he overall average and the highest quantiles.

.2. Met-ocean climatology: Winter season

Based on Norkyst800 data from the winter seasons (December
017–February 2020), we visually identify two main patterns of surface
urrents (Fig. 4-top): (i) along the coastline, and (ii) an outward (from
nner to outer fjord locations) current with a local maximum at the
nlet of Sulafjorden and at narrow inner fjords, e.g., close to location F.
oth patterns have a similar magnitude, with 𝑢c ≈ 0.2–0.3 m s−1 and

𝑢𝑐(𝑞≥0.95) ≈ 0.5–0.7 m s−1.
Similarly, the wind conditions are characterized by strong winds

long the coast (from the southwest) and within the fjords, with 𝑈10 and
𝑈10(𝑞≥0.95) up to 10 m s−1 and 24 m s−1, respectively (Fig. 4-middle).

he wave climate (Fig. 4-bottom) is dominated by offshore waves from
he west/northwest in areas off the fjord system (𝐻𝑚0

and 𝐻𝑚0(𝑞≥0.95)
p to 4 m s−1 and 8 m s−1, respectively). Wave conditions at inner
jord locations are dominated by the local wind sea, with wave heights
pproximately 4 times lower compared to offshore waves.

.3. Spatial current effects on fjord waves

To identify the most affected areas by the ocean currents, the aver-
ge relative difference between SWAN and SWANC for 𝐻m0

, 𝜎p (relative
eak frequency), 𝜈 (spectral bandwidth) and the average cos(𝛥𝜃 ) (𝜃 :
p p w

6

eak wave direction) over the fjord system is illustrated in Fig. 5. The
os(𝛥𝜃p) describes the magnitude of wave refraction where 1 and 0
ndicate no and 90◦ refraction, respectively. When current forcing is
ncluded (SWANC), we observed (i) a reduction of wave height of up
o 15% in the inner fjord locations while at the exposed locations,
he change is between −2.5% and 5%, (ii) the relative frequency in
he fjord locations generally increased when currents were accounted
or, with the change being up to 15% (off the fjord system, the use
f currents had practically no effect on the relative frequency), (iii) an
ncrease up to 5% of the spectral bandwidth at inner fjord locations, and
iv) weak refraction at inner fjord locations and nearly no refraction off
he fjord system.

Including the surface currents have no significant impact on the
irectional spread on average (Fig. 6, left). However, the top 5% of the
urrents (Fig. 6, right) are strong enough to modify the spread of the
ave field in the fjord system. In the exposed areas, where the strong
utward currents meeting the incoming long and energetic waves,
WANC shows up to 6 degrees narrower directional width (spread)
han SWAN. At inner fjord locations, where surface currents and waves
re generally in the same direction, 𝛥𝜎𝜃 is positive, up to 6 degrees,
ndicating that the current forcing induces wider directional spread.

.4. Inner fjord location

Focusing on an inner fjord area such as location F where the highest
ifferences between SWAN and SWANC are detected, we observe that
or most of the time (not shown) surface currents follow the wave direc-
ion resulting in an overall decrease of wave height. Fig. 7 reveals that
WANC performs better (lower NBI) than SWAN for low to moderate
imensionless width (𝑋𝑤) where most of the data is observed. As it is
llustrated by Christakos et al. (2021), the highest NBI at F for different
ource term packages is observed for low to moderate dimensionless

idth.
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.5. Case: wind sea and following currents at inner fjord location

To further understand the wave–current interactions at the most
ffected areas (location F), we perform a case study where strong winds
nd surface currents have approximately the same direction. More
pecific, on January 15, 2018, strong winds (≥ 15 m s−1) from the
outheast generated a high local wind sea (Christakos et al., 2020) at
he inner fjords (location F). Figs. 8 (top-right panels) and 10 (top-left
anel) reveal strong surface currents aligned with the inner fjords axis
t January 15, 2018, 9 UTC.

Time series of wind, surface currents and integrated wave param-
ters at location F during the event are presented in Fig. 8 (top).
oth speed and direction of the surface current and wind are in good
greement with observations. Small differences are detected between
WAN2%W, SWANC (Norkyst800) and observations for both surface
urrent velocity and direction. The observed mean wave direction (𝜃)
anges from 130◦ to 150◦ (not shown). All simulations predict the
ave direction well. The modelled surface current direction 𝜃 is in
𝑐 m

7

good agreement with observations. Because of a weak wave refraction
induced by the currents, the difference in wave direction between
SWAN and SWANC is below 10◦. The observed 𝐻𝑚0

reaches up to ca.
m. The simulations without current forcing strongly overestimated
m0

, but this overestimation is sharply reduced in the simulation forced
ith the wave-following currents. Similar results are also detected in 𝑓p

peak frequency).
Furthermore, the observed/modelled current profile (Fig. 9) indi-

ates the existence of a stratified water column with two layers: (i)
n outward surface current and (ii) an inward current at ca. 50–60 m
epth. The outward surface current is a wind-driven current.

The sharp reduction of wave energy due to the following currents is
llustrated in Fig. 8 (bottom). The energy of observed dominant waves
s ca. 50% lower compared to simulations without current forcing.
WAN simulations also under-predict the peak frequency. Including the
urrent forcing improves the estimation of dominant wave energy and
eak frequency. The energy of the spectral tail above ca. 0.35 Hz is
odelled similarly in all simulations, being somewhat higher compared



K. Christakos, J.-V. Björkqvist, Ø. Breivik et al. Ocean Modelling 168 (2021) 101894

f

Fig. 5. Average relative difference (RD) between SWANC and SWAN for significant wave height (𝐻𝑚0), relative peak frequency (𝜎𝑝) and spectral bandwidth (𝜈) and average cos(𝛥𝜃𝑝)
or three winter periods (December, 2017–February, 2020) over the fjord system.
Fig. 6. Overall average directional spread 𝛥𝜎𝜃 (left) and average 𝛥𝜎𝜃 for the strongest 5% of the current speed 𝑢𝑐 (right).
Fig. 7. Dimensionless width, 𝑋̃𝑤, as a function of the normalized bias, NBI, at location F (only for 𝐻𝑚0,𝑆𝑊 𝐴𝑁(𝐶)&𝑜𝑏𝑠. > 0.2 m) for SWAN (left) and 𝑆𝑊𝐴𝑁𝐶 (right). Dark blue
colour represents low density (number of overlapping points) while light yellow represents high density. The dashed line shows the 𝑁𝐵𝐼 (overall mean of NBI).
8
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Fig. 8. Top panels: time series of 𝐻𝑚0
, 𝜃𝑐 (surface current direction), 𝑓p and 𝑢c (surface current speed) for modelled and observed data at location F during January 14, 2018, at

02 UTC to January 16, 2018, at 08 UTC. Lower panel: average density, as a function of absolute frequency, during time period illustrated with vertical dashed lines at the top-left
panel (𝐻𝑚0

).
(

to the observations. Using the alternative current forcing (SWAN2%W)
also provides a better estimation of dominant wave energy compared
to SWAN, reducing the peak density by 27%. Increasing the surface
current of Norkyst800 by 20% (SWAN120%C), we observe a reduction
of energy of the dominant waves by ca. 12% compared to SWANC.

The spatial difference in 𝐻m0
between simulations with and without

current forcing and the modelled surface current are presented in
Fig. 10 (top) on January 15, 2018, at 09 UTC. The highest negative
value (up to −0.4 m) is detected at the cross-section of the fjords close
to location F, where 𝑢𝑐 > 0.3 m s−1. No significant differences in the
wave direction are detected between the two simulations. In addition,
the current forcing reduces the relative peak wave period by up to 0.6
s for most of the fjord area near F (not shown).

A snapshot of the deep water source terms, 𝑆in, 𝑆ds and 𝑆nl4, over
the fjord cross-section at location F at January 15, 2018, at 09 UTC is
shown in Fig. 10 (bottom). The results indicate that the source terms are
significantly affected by the presence of surface currents. More specific,
the SWANC shows reduced magnitudes by ca. 30% in the deep water
source terms, for the dominant waves, and ca. 14% higher 𝜎𝑝 compared
to SWAN. For shorter waves (relative frequency greater than 0.25 Hz),
both simulations show minor differences for 𝑆 and 𝑆 .
in ds

9

4. Discussion

SWAN (without current forcing) provides a good overall model
performance in terms of 𝐻m0

and average spectral characteristics in
exposed locations where mixed wind sea-swell conditions are observed,
with minor differences compared to SWANC (with the current forcing).
In addition, accounting for currents have a positive effect on the
accuracy of the local wind sea part of the spectrum in these locations.
The wave climate in the exposed areas to the open sea is dominated by
strong swell or/and old wind sea from west/northwest (Fig. 4). On the
other hand, the surface current (and wind) off the fjord system has a
dominant direction from the southwest which is near perpendicular to
wave direction leading to:

(i) a weak Doppler shift since 𝒌 ⋅ 𝒖𝒄 ⟶ 0,

(ii) a weak change in 𝜎 due to no significant changes of current field
along the same direction (𝑐𝑔𝒌 ⋅ 𝜕𝒖𝒄

𝜕𝑠 ⟶ 0),

iii) a weak current-induced refraction while there are no significant
changes of current field across the wave crest (𝒌 ⋅ 𝜕𝒖𝒄 ⟶ 0).
𝜕𝑚
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(iv) a weak modulation of the dominant waves due to no significant
changes in group velocities because the surface current veloci-
ties are much lower than the typical swell group velocity. For
example, a wave with a period of 14 s (𝑐𝑔 ≈ 11 m s−1 for
deep water) under the effect of surface currents of 0.7 m s−1

experiences ca. 6% change of absolute group velocity.

s it was also concluded by Christakos et al. (2020), simulations with
ure wave propagation (without wind forcing) showed quite similar
verall results in the exposed fjord locations, revealing the dominant
ole of boundary (offshore) waves. Therefore, in the exposed locations,
he ocean forcing has a secondary role after the quality of boundary
aves and wind forcing.

In contrast to exposed locations, SWAN performs quite poorly at
nner locations. In these areas both the current (Section 3) and the
ind forcing (Christakos et al., 2020) are essential for more accurate
ave estimates. More specifically, the surface currents and the wind
enerated waves are nearly aligned (following) leading to:

i) a maximum Doppler shift since 𝒌⋅𝒖c
|𝒌||𝒖𝒄 |

⟶ 1,

ii) a change of 𝜎 due to changes of the current along the wave
direction (−𝑐𝑔𝒌

𝜕𝒖𝒄
𝜕𝑠 ). The following currents induce a negative

−𝑐𝑔𝒌
𝜕𝒖𝒄
𝜕𝑠 leading to a reduction of 𝜎 (Eq. (6)). However, energy

stretching and a reduced relative wind by the following currents
resulted in a higher 𝜎𝑝.

(iii) a weak current induced refraction due to some variation of current
fields across the wave crest (𝒌 𝜕𝒖𝒄

𝜕𝑚 ),

(iv) a strong modulation of the dominant waves due to significant
changes on group velocities; considering that the surface current
velocities at inner fjord is about 0.5 m s−1, a typical wave
period of young wind sea of 3.5 s with velocity equal to 2.7
m s−1, which corresponds to ca. 18.5% increase of absolute
group velocity,

v) a ca. 3% reduction of wind speed due to the relative wind effect;
considering a case with relative high wind speed 𝑈10 of about
15 m s−1 and 𝑢𝑐 of ca. 0.5 m s−1 the relative wind speed is about
3% lower than 𝑈10,

(vi) since the wind input (Eq. (4)) is a function of inverse wave age
( 𝑢∗𝑐 or 𝑢∗𝜎

𝑔 for deep water), changes in both 𝜎 and 𝑢∗ should
also be taken into account. In case of a following current and a
divergent current field, the inverse wave age is decreased since
both 𝑢∗ (relative wind effect) and 𝜎 (−𝑐𝑔𝒌 ⋅ 𝜕𝒖𝒄

𝜕𝑠 < 0 in Eq. (6))
are decreased.

The main problem at inner fjord locations is the overestimation
f wave energy by the model. Adding the current forcing reduces
he dominant wave energy’s estimation by ca. 50% when using the

ESTH physics package (Fig. 8). A reduction of similar magnitude
s also seen with the other source terms packages (not shown). This
0% reduction is also in the same order magnitude as changing the
ource term package from ST6 (Babanin et al., 2010) to WESTH when
ot accounting for the currents (Christakos et al., 2021). A common
ngineering approach to achieve more precise wave estimations is
he calibration of the wave model. For instance, tuning the white-
apping coefficient (𝐶ds) is widely used when under/over-prediction
f wave energy is observed (e.g., Amarouche et al., 2019). However,
t inner fjord locations, ignoring the ocean forcing can lead to an
ver-calibration of the wave model.

As a rule of thumb, the surface current induced by wind is about
few percent of the wind (e.g., 2%) at open ocean (e.g., Fergestad

t al., 2019). For instance, wind speed of 15 m s−1 should induce a
−1
ully developed wind-driven current of 0.3 m s . Our sensitivity study

10
Fig. 9. Observed (grey for 10-min values and black for average speed and direction
in oceanographic convention) and modelled (’x’ for average values) ocean current in
different depths for period January 14, 2018, at 02 UTC to January 16, 2018, at 08
UTC.

indicates that for location F, where the currents are restricted by the
narrow fjord geometry, this simple practice used in SWAN2%W can
utperform SWAN with no current forcing. However, SWAN2%W is not

as accurate as SWANC, where the actual current forcing is used.
The ocean current in spectral waves models (e.g., SWAN), is usually

taken as a surface or depth-uniform current and applied homogeneously
to all wave components. However, ocean currents are often vertically
sheared to some extent. In this case, surface waves are not affected
only by the current at the surface, but rather by a depth-weighted
current (Eq. (18) in Kirby and Chen (1989)). Short (kd ≫ 1) and long
(e.g., swell, kd ≪ 1) surface waves are affected differently: the former
mostly feel the surface current, while the latter are also affected by
below-surface currents, which are typically not as strong. In some areas,
such as in the mouth of the Columbia River, the current variation with
depth has been shown to be important for accurate surface wave pre-
dictions (Zippel and Thomson, 2017). In a sheltered fjord area (location
F), where the highest impact of currents on waves is observed, we found
approximately 5% difference (not shown) between the surface and the
depth-weighted current (based on the average modelled current profile
of Fig. 9) for the dominant waves (0.2–0.3 Hz). Since the effect of
currents is weak at the exposed locations, a more elaborate method
to estimate the current forcing is not warranted. Therefore, using the
surface current is a reasonable approach over our entire study area.

The presence of currents influences the spectral bandwidth in shel-
tered inner fjord locations. By including current forcing, the spectral
bandwidth is increased (broader spectrum) by up to 5% at the majority
of the inner locations. This is consistent with a reduced wind input
because of a lower relative wind speed, a wave field in a later stage of
the development, and energy stretching due to the following current.
Similarly, the directional spreading is also affected by the presence
of currents, with the maximum differences being observed during the
highest surface currents. In Sulafjorden (a fjord exposed to the open
ocean), the opposing currents (to long incoming waves, e.g., swell)
result in energy bunching and a decrease of 𝜎𝜃 , while the following
currents within the inner fjords lead to energy stretching and increase
of 𝜎𝜃 .

In Sulafjorden, location C is the one most sheltered from incoming

long waves. Both model simulations show a strong overestimation of
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Fig. 10. Snapshot of January 15, 2018 at 09 UTC when the modelled wind speed, 𝑈10, at location F was ca. 20 m s−1 from southeast. Top panels show the current speed, 𝑢𝑐
(arrows indicate the current direction), and a consequent change in significant wave height, 𝛥𝐻𝑚0

(blue and grey arrows represent the peak wave direction in SWAN and SWANC,
respectively). The lower panel shows the deep water source terms 𝑆in, 𝑆ds and 𝑆nl4 at location F .
the overall wave energy. By including current forcing, we observed a
slight degradation for low frequency waves (𝑚−1) during the highest
5% cases. This can be explained by the presence of opposing currents
to incoming long waves (the swell which dominates the wave climate
of the open ocean, see Semedo et al. 2014) that leads to energy
bunching and consequently to overestimation of the low frequency
wave energy. Christakos et al. (2020) showed that increasing the spatial
grid resolution improves the results in partly sheltered locations such
as C, we thus believe that a finer grid (<250 m) may improve the model
performance during long wave propagation at C.

As presented by Christakos et al. (2021), the highest NBI at loca-
tion F for the different source term packages tested is found for low
to moderate dimensionless width. Our results indicate that including
current forcing improves the results, slightly reducing the NBI for
low to moderate dimensionless width. However, the improvement is
limited, and other factors such as the quality of wind forcing and
white-capping/wind input formulations may also play a role.

The horizontal resolution of Norkyst800 is considered quite good,
and in general the model topography is capable of capturing the main
current features and providing reliable estimates of the surface current
field in the fjord system. However, even higher resolution is the most
obvious way to improve topographically induced currents in narrow
fjords.

Our results demonstrate that there is a clear need for more knowl-
edge of wave–current interactions and a more realistic description of
the surface waves in nearshore areas. In this context, it is necessary to
11
further develop our advanced numerical prediction systems via a fully
coupled ocean-wave-atmosphere system, taking into account the ocean
and atmosphere as a unified system.

Finally, the presented results can be useful to other fjord systems
with similar characteristics, i.e., narrow and deep topography, strong
stratification and weak bathymetry effects, which are typical for most
of the fjords around the world (e.g., Norway, the Faroe Islands, Iceland,
Greenland, New Zealand and Chile). In addition, our results might offer
some transferable insights to larger narrow enclosed or semi-enclosed
water bodies such as the Gulf of Finland or Lake Ontario, where oceanic
swell is absent. In larger basins, however, the surface current can be
more complex (Westerlund et al., 2019) and a possible wind-wave
misalignment caused by slanting fetch (Donelan et al., 1985; Pettersson
et al., 2010) might weaken the effects of the currents. Our results
are not expected to carry over to exposed shallow shorelines, where
bathymetry plays a key role.

5. Summary and conclusions

Wave modelling in complex fjord systems has not received much
attention earlier due to lack of observations and the need for very high-
resolution atmosphere, wave and ocean models. We have investigated
the performance of the saturation-based white-capping parameteriza-
tion in the SWAN model in the presence of currents. Including current
forcing in wave model integration improved the wave field in most
locations investigated. All locations show improved results of the wind
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sea part of the spectrum. At inner (sheltered) fjord locations, the
inclusion of surface currents shows the largest improvement on the
wave height estimates with improvements exceeding 10 percentage
points. In these locations, the change in the dominant waves’ group
velocity is of the order of 20% due to currents, whereas in outer, more
exposed, locations the change is only a third of that. Furthermore,
current forcing based on 2% of modelled wind shows improved results
at inner locations and can be used potentially for some cases where the
actual current simulations are not available. A strong change in wave
frequency 𝜎𝑝, up to 10 − 15% at most of the inner fjord locations, is
lso observed when current forcing is included. The deep water source
erms are affected by the presence of currents in the same order of
agnitude. A consequence of not applying ocean forcing on fjord wave
odelling can be an over-calibration of the wave model. Finally, the

esults indicate that the improvement in model performance is worth
he added complexity of using the offline coupled model system for
roducing operational coastal and fjord wave simulations.
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