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Fish counts and species information can be obtained from images taken within trawls, which enables trawl surveys to operate without extracting
fish from their habitat, yields distribution data at fine scale for better interpretation of acoustic results, and can detect fish that are not retained in
the catch due to mesh selection. To automate the process of image-based fish detection and identification, we trained a deep learning algorithm
(RetinaNet) on images collected from the trawl-mounted Deep Vision camera system. In this study, we focused on the detection of blue whiting,
Atlantic herring, Atlantic mackerel, and mesopelagic fishes from images collected in the Norwegian sea. To address the need for large amounts
of annotated data to train these models, we used a combination of real and synthetic images, and obtained a mean average precision of . on
a test set of  images. Regression models were used to compare predicted fish counts, which were derived from RetinaNet classification of fish
in the individual image frames, with catch data collected at  trawl stations. We have automatically detected and counted fish from individual
images, related these counts to the trawl catches, and discussed how to use this in regular trawl surveys.

Keywords: acoustic-trawl survey, deep learning, deep vision, fish abundance estimation, fish classification, fish detection, image analysis, object
detection, RetinaNet.

Introduction
Trawl sampling is an established method for obtaining biological
data on marine ecosystems, and can reveal important information
on species composition, population parameters such as age, size,
and maturity, as well as predator–prey interactions. In particular,
trawl surveys are used extensively by fisheries biologists across a
wide range of ecosystems, and constitute a key data source for man-
aging human impact on the marine environment and ecosystems
(Evans and Grainger, 2002; Johnsen et al., 2019). Trawl sampling is
also an important part of acoustic-trawl surveys, where the species
composition of the trawl catches provide information for assigning
the acoustic backscatter to taxa, the length distribution of individ-
ual fish for conversion of acoustic energy into fish abundance or
biomass, and information about age composition (Simmonds and
MacLennan, 2005). Recent work has shown that a trawl equipped

with underwater cameras can provide much of the same informa-
tion without the need to capture fish (Williams et al., 2010; Rosen
and Holst, 2013). While species and sizes can be resolved from im-
ages, some information, like determining age and diet, still depends
on physical sampling. In contrast, time- and depth-referenced cam-
era images provide the fine-scale distribution within the volume
trawled, whereas the trawl catch data represents only the aggregate
distribution. This increase in spatial resolution is particularly use-
ful when combined with acoustics, since it allows species to be allo-
cated with increased precision to specific regions of the water col-
umn. The acoustic data is typically presented as an echogram, where
the reflected echo energy is presented by depth and time (or dis-
tance sailed), which aligns well with the time- and depth-referenced
images.

Trawl surveys are typically set up to catch a narrow range of tar-
get species, and codend mesh sizes are optimized for that purpose.
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Small non-target fishes (juveniles or small species) pass through the
meshes and are absent from or under sampled in the catch. In-trawl
camera systems can identify and quantify juvenile fish as small as
young of the year individuals (Underwood et al., 2014). This is rel-
evant for both registering the youngest year classes of commercially
important species and for assessing non-commercial species or fish
stocks where fisheries are being developed. Mesopelagic fish is an
example of an emerging fishery where data are scarce and highly un-
certain (Irigoien et al., 2014; St. John et al., 2016; Proud et al., 2019),
in part because the mesh size of the net typically used in trawl sur-
vey retains a biased sample of these species due to their size range
(∼2–20 cm). Here, optical systems can provide much needed data
on species abundance and distribution.

A serious obstacle in using camera systems effectively is the
amount of time required to manually review the images (Under-
wood et al., 2014). This “analysis bottleneck” is a major challenge for
deployment of high-volume sensors in general, and affects a range
of marine science applications (Malde et al., 2019). Automated im-
age analysis is needed to make effective use of large-scale data, and
algorithms have been developed that automate the process of identi-
fying and measuring fish from conveyor belts images (White et al.,
2006), within trawls (Williams et al., 2016), in aquaculture (Zion
et al., 2007), and in open marine environments (Shafait et al., 2016).

In the past decade, the field of computer vision has progressed
rapidly, driven by the introduction of deep learning (LeCun et al.,
2015) algorithms. Of particular interest here is the class of object de-
tection algorithms, systems that identify and locate individual ob-
jects in images. Two-stage object detectors work by firstly identify-
ing a number of candidate object locations (regions of interest) in
an image, and then processing those regions to identify and classify
actual objects (Girshick, 2015). In contrast, one-stage object detec-
tors (Liu et al., 2016; Redmon et al., 2016) locate and classify objects
in a single operation, and are often more suitable for real time anal-
ysis.

Object detection algorithms based on deep learning are increas-
ingly being used for underwater imagery analysis, including fish de-
tection and classification (Moniruzzaman et al., 2017). Jalal et al.
(2020) used a YOLO (You Only Look Once) deep neural network
with temporal information acquired via Gaussian mixture models
and optical flow to detect and classify fish in unconstrained under-
water videos, and Ditria et al. (2020) showed that a deep learning
model trained to estimate fish abundance can outperform humans
by up to 13.4% on single image datasets.

These methods typically require large annotated datasets to train
the algorithms. Such training sets are challenging to build as they
require huge volumes of data to be scrutinized by experts, which is
typically a severe drain on resources and is often prone to human-
error. An alternative and more efficient approach is to use synthetic
data to train a convolutional neural network (CNN) and test on real
data. This requires far less manually annotated training data and has
successfully been used to separate images containing pelagic fish
species in a previous study (Allken et al., 2018) showing that train-
ing on a combination of real and synthetic images generated using
only 70 fish cutouts per fish species resulted in up to 94% accuracy
in image classification.

The objective of this study is to train a deep neural network
with a small annotated dataset augmented using synthetic im-
ages to automatically identify and count individual fish from trawl
camera images, and to explore whether automated analysis of im-
ages can in part or fully replace physical sampling from the trawl
catch in scientific surveys. We use data from surveys targeting

important pelagic species in the Norwegian Sea, specifically
blue whiting (Micromesistius poutassou), Atlantic herring (Clupea
harengus), Atlantic mackerel (Scomber scombrus) and mesopelagic
fishes (Mueller’s pearlside, Maurolicus muelleri and glacier lantern-
fish, Benthosema glaciale). We used a manually annotated set of
trawl camera images to estimate the accuracy of our object detec-
tion methods, and develop a statistical model for comparing the ag-
gregate predictions to actual catch data registered in the surveys.

Material and methods
Image data
We use a publicly available data set of in-trawl images collected
using the Deep Vision trawl camera system (Scantrol Deep Vi-
sion A/S, Bergen, Norway) during two cruises in May 2017 and
2018 in the Northeast Atlantic Ocean (Allken et al., 2021). The in-
trawl camera system was placed between the extension and the co-
dend of a Multipelt 832 pelagic sampling trawl (Egersund Trål AS,
Egersund, Norway) used for surveying small pelagic species in the
North-East Atlantic. The trawl has an opening 25 m high x 60 m
wide with mesh size grading from 16 m in the wings and forward
section to 22 mm in the codend. The path of the trawl typically sam-
pled multiple depth layers during a haul, and images were taken at
an interval of 200 ms (100 ms during a hardware test at one sta-
tion). In total, we collected 1266397 stereo image pairs from the
2017 cruise and 782618 images from the 2018 cruise. Cameras and
lighting were upgraded between the 2017 and 2018 cruises, result-
ing in sharper but slightly lower final resolution images for the 2018
data (1228 x 1027 pixels downsampled from 2456 x 2054 pixels na-
tive camera resolution) as compared with the 2017 data (1392 x
1040 pixels, native camera resolution). More technical details on the
Deep Vision camera system are reported in Allken et al. (2021).

Annotated datasets (D1, D2, and D3)
From these data, a data set was constructed by selecting and anno-
tating images from 20 trawl stations from each year (Allken et al.,
2021). Individual-labelled images were organized into the follow-
ing categories: (i) blue whiting, (ii) Atlantic herring, (iii) Atlantic
mackerel, (iv) mesopelagic fishes (Mueller’s pearlside and glacier
lanternfish), or (v) mixed, if more than one of the four above species
/ groups was represented in the image. The two mesopelagic fishes,
Mueller’s pearlside and glacier lanternfish, are of similar small size
(< 10 cm), shape and colouration and could not be reliably distin-
guished in the Deep Vision images and were therefore grouped. The
larger size of blue whiting, herring and mackerel (20–35 cm) makes
it much easier to detect characteristic features such as the number
and placement of dorsal and ventral fins and body patterning to re-
liably differentiate them from one another. Each image was anno-
tated with the species/group name and the image coordinates of the
bounding boxes that encapsulated each fish (see Allken et al., 2021,
section 2.3). Images were grouped into three sets. One set with fully
annotated images in addition to fish crops of individual fish from
the first four categories a-d ) was used to augment the training data
(see e.g. Allken et al., 2018), and two separate sets (D2 and D3, 1536
images in total) of fully annotated images without crops, including
mixed images, used for training/validation and testing, respectively.
The dataset D1 refers to the source-train2017-annotations.csv and
source-train2018-annotations.csv in Allken et al. (2021), and D2
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and D3 refers to the val_annotations.csv and test_annotations.csv
data sets, respectively.

Synthetic datasets (D1m and D1ms)
A previous study (Allken et al., 2018) showed that including syn-
thetic data in the training set increases classification accuracy when
training data is limited. We adopt a similar approach here and re-
serve most (82%) of the real annotated images for validation and
testing, using the same augmentation techniques to extract as much
information as possible from a relatively small number (343 out of
1879) of training images.

Synthetic images containing between one and ten randomly se-
lected fish crops, originating from D1 (353 individual fish crops
extracted from 343 images) were generated for each year. After
a number of transformations including resizing, flipping or rota-
tion, the fish crops were pasted on background images (20 per
year) at random positions selected so that at least one-third of
each fish was visible from the edges. The Python script and pro-
cedure used to generate synthetic images is described in further
details in Allken et al. (2018, 2021). We found in prior experi-
ments that training CNNs on synthetic images created using back-
grounds and crops from different years resulted in a poorer classifi-
cation performance than when each synthetic image was formed
using crops and backgrounds from the same year. The explana-
tion is likely to be related to upgraded lighting and cameras be-
tween the 2 years (2017 and 2018), which resulted in sharper
images and brighter, more even lighting with a more neutral
colour in the 2018 dataset (Allken et al., 2021, section 2.1.1).
Some fish crops also contain a part of the original background
that would contrast sharply with a background from a different
year.

Fish tend to aggregate by species, and individual fish observed in
real images are more likely to belong to the same species. To simu-
late this, we generated two synthetic datasets, D1m and D1ms, each
composed of 20000 synthetic images (10000 per year) with corre-
sponding annotations. In D1m, all of the 20000 synthetic images are
composed of crops randomly selected from all four species, whereas
in D1ms, only 1

5 of the dataset is composed of mixed species im-
ages while the remaining 4

5 of the dataset is composed of single
species images (4000 mixed images and 16000 single species images
of blue whiting, herring, mackerel and mesopelagic fishes, respec-
tively). This allows us to evaluate whether training on a dataset that
reflects this distribution influences the performance of the network.

Datasets used for training, validation, and testing
Only real (non-synthetic) images were used for validation (D2) and
testing (D3). Different combinations of real (D1 and D2) and/or
synthetic (D1m and D1ms) images were used for training. By vary-
ing the number of real images between 0 and 652 (D1 + 0.5 × D2)
and the number of synthetic images between 0 and 20000, 41 differ-
ent training datasets were created. Models were validated after each
epoch on the remaining images from D2 and for each dataset, the
best trained model was evaluated on D3.

Network architecture, training procedure, and
performance evaluation
One common approach to object detection uses a separate region
proposal process to identify putative objects and a convolutional

network to evaluate each proposed region. Since the initial R-CNN
(Girshick et al., 2014), new and improved region proposal meth-
ods have been developed, resulting in Fast R-CNN (Girshick, 2015)
and Faster R-CNN (Ren et al., 2015). As an alternative approach,
single-shot object detectors incorporate region proposals and clas-
sification in a single process. This often leads to fast processing
times Redmon et al. (2016). Similar to region proposal methods,
there has been a series of improvements raising speed and accu-
racy from the early models like SSD (Liu et al., 2016) and YOLO
(Redmon et al., 2016) to recent models like YOLO v3 (Redmon and
Farhadi, 2018) and RetinaNet (Lin et al., 2017b). One challenge with
single-shot detectors is that for object detection tasks, the number of
negatives (i.e. locations with no object) outnumbers positive cases
by a large margin, leading to a severe class imbalance. In addition,
many datasets are dominated by examples (positive and negative)
that are easy to classify. RetinaNet is shown to outperform Faster R-
CNN and YOLO v3 (Redmon and Farhadi, 2018), and it uses a tech-
nique called focal loss that reduces the loss for well-classified sam-
ples. This emphasizes information from samples that are difficult to
classify, accelerating learning for difficult cases. RetinaNet also in-
corporates multi-resolution classification using a feature pyramid
network (Lin et al., 2017a). The Feature Pyramid Network detects
objects at different scales by constructing a set of multiscale feature
maps from each input image, and using nine translation-invariant
anchors at each position of the feature map. This gives the network
more flexibility when object sizes vary. For our data, fish vary in size
from the small mesopelagic (< 10 cm in length) to the larger pelagic
species (20–30 cm in length), and in apparent size due to variable
lens proximity. Different species can often be difficult to distinguish,
especially when viewed partially or from the ventral side. We there-
fore believe that RetinaNet is an appropriate architecture for this
task.

We use the Keras implementation of RetinaNet, initialized with
weights pre-trained on ImageNet, and using default hyperparam-
eters (Adam optimizer, learning rate = 10−5, iteration steps per
epoch = 10000). We trained the network over 50 epochs using dif-
ferent combinations of real and synthetic images and then validated
the network using real images from D2. All data used for training
were subject to standard augmentation methods as implemented by
RetinaNet.

Mean average precision
The metric typically used to evaluate the performance of an object
detection model is the mean average precision (mAP). For each
image, the model generates a set of predictions, each of which is
associated with a prediction score that indicates the confidence in
the prediction. The intersection between the bounding boxes of
each detection and a ground-truth annotation is calculated. If the
intersection over union (IOU) is over the threshold (set here at 0.5),
the prediction is considered a true positive. The precision is the
number of true positives divided by the number of detections and
the recall is the number of true positives divided by the number
of annotations. By selecting a confidence threshold, we can trade
off precision for recall. The average precision (AP) is calculated by
varying this threshold, and measuring the precision for a number
of different recall values for each class, then computing the area
under the precision-recall curve. The mAP is the mean of the APs
over all classes.

For each of the training data sets, the weights that gave the high-
est mAP values (on the validation dataset) were used to evaluate the
test set D3.
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Using model for predictions
In order to use the model for predictions on unannotated data,
the model was converted to an inference model. In the default
configuration of RetinaNet for inference models, each class (of
fish) is processed separately, which can result in multiple inde-
pendent predictions for the same fish. To avoid this, we use the –
no_class_specific_filter option when converting the model.

python keras_retinanet/bin/convert_model.py
–no_class_specific_filter path/to/snapshot/ path/to/inference/model

The confidence score threshold used for predictions was derived
empirically, using the F1 score, which is the harmonic mean of pre-
cision and recall.

F1 = 2 × precision × recall
precision + recall

= 2TP
2TP + FP + FN

, (1)

where TP, FP, and FN are the number of true positives, false
positives, and false negatives, respectively. The denominator is
equal to the sum of the number of predictions (TP+FP) and
the number of annotations (TP+FN). The number of true posi-
tives and the number of predictions are a function of the score
threshold. The score threshold corresponding to the maximum F1
score, was used as optimal score threshold and used for model
predictions.

Estimating fish abundance and distribution across entire
trawls
In contrast to the 1879 images used for training/testing, the im-
ages from the trawl hauls were not annotated individually, but
the catch (number of individuals per species) was recorded for
each trawl haul in 2018. The sum of predicted fish counts by
species was compared with the catch data for each trawl haul.
Trawl sampling in 2017 was carried out using a codend with an
open seam to limit catch sizes and was therefore not quantitatively
assessed.

A large proportion of the 2049016 images collected by the Deep
Vision camera were empty, especially at the beginning and end of
the trawl haul where the trawl is at the surface and the trawl opening
is collapsed. We used the Deep Vision software (Deep Vision Anal-
ysis version 3.3, Scantrol Deep Vision, Bergen, Norway) to remove
images containing air bubbles or netting from the beginning and
end of the trawl haul and to identify images containing fish. But an
examination of a set of images identified as active by the software
revealed that many of those images were still either empty or only
contained krill. Running the object detection algorithm on those
images resulted in of false positives as the model is only trained
to recognize the four species described previously and may iden-
tify any artefact in an ”empty” image or krill as one of those. We,
therefore, trained a simple classification neural network to iden-
tify images that were empty or contained only krill (see Supple-
mentary materials). We assembled a random selection of images
from the 2017 and 2018 trawl surveys and sorted them into ”empty”,
”fish” and ”krill” images. An empty image consisted of any image
not containing fish or krill. Images containing fish were labelled
as ”fish” images even if they also contained krill, whereas ”krill”
images only contained krill. Out of the 5589 images thus sorted
(3378 empty, 1292 fish, and 919 krill images), 30% were held out
for validation/testing and the rest was used for training. We ran our
best model (classification accuracy of 90% on the test set) on all the
trawl images and only 16.4 % of the images from the 2018 survey

were predicted to contain fish. We subsequently ran our best ob-
ject detection algorithm on the ”fish” images for predictions. While
the classification model may misclassify a percentage of fish im-
ages as ”empty” or ”krill”, we estimated that the number of false
positives (empty images classified by RetinaNet as one of the four
species) outnumbered the fish images missed by the classification
network.

Comparing model predictions with catch data
The fish distribution for the 2018 cruise data was estimated by sam-
pling the catch at each trawl station using established protocols
(Mjanger et al., 2017). The weight of the entire catch was mea-
sured, then a randomized sub-sample was taken and total weight
and length distribution for each species was measured in the sub-
sample and scaled up to the entire catch. We can, thus, compare
catch data estimates for the larger species (blue whiting, herring,
and mackerel) with our predictions. For the mesopelagic fishes
(Mueller’s pearlsides and glacier lanternfish) we have no reliable
catch data. These are small enough to escape through the 22 mm
(diamond) meshes in the trawl’s codend, and were not registered in
the catch at any of the stations. The manual review of the images
determined mesopelagic fishes were present at all but four of the
20 stations.

Fish often take longer than the 200 ms interval between frames to
pass through the field of view. Thus, the predicted count is inflated
by multiple images taken of the same fish. To compare our results
to the catch estimate, three linear multiple regression models were
fitted to the estimated catches (one model for each species). We ex-
pect the Deep Vision counts to be linearly related to the catch, and
that the slope will be a measure of how many times a fish is imaged
by the system.

We hypothesize that the intercept is zero, i.e. there are no den-
sity dependent effects so the number of fish has no effect on the
accuracy of the counts. We further assume that a high catch of the
other species will cause the Deep Vision counts to increase due to
misclassifications. We also include an interaction term since we also
expect that when the species in focus increases, there will be mis-
classifications that work the other way, i.e. the target species will be
misclassified as the other species, and at some point this will counter
the linear term of the other species.

Taking herring as an example, we fit a model where the Deep
Vision counts per trawl station for herring was predicted using the
herring catch estimates and the sum of mackerel and blue whiting
catches as predictors.

Results
Performance based on training data composition
We trained RetinaNet on 41 separate datasets composed of differ-
ent combinations of real (D1 and D2) and/or synthetic images (D1m

and D1ms; Table 1) for 50 epochs and for each combination, sav-
ing the model producing the best validation set mAP. Each trained
model was then evaluated on the same test set, D3 of 918 images
(Figure 1).

On average, training a model for 50 epochs took 24 h and the
evaluation of D3 took 97 s (i.e. an average of 0.106 s per image) on
an NVIDIA GeForce RTX 2080 Ti graphics card. A model trained
using only 343 real images from D1 resulted in a test mAP of 0.717.
Training RetinaNet exclusively on synthetic images based on the
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Table 1. Composition of real and synthetic images. All images in set D, D, and D are manually labelled with bounding boxes surrounding each
individual fish. The D set is also used as the source for individual fish crops for generating synthetic images for training. D are real images split
between training and validation, and D are solely used for testing.

Datasets Real images Synthetic images Total

BW H Ma Me Mix BW H Ma Me Mix

D (tr)     – – – – – – 
Dm (tr) – – – – –        
Dms (tr) – – – – –            
D (tr+val)      – – – – – 
D (test)      – – – – – 

Figure 1. Mean average precision (mAP) on test set D when RetinaNet was trained on datasets with different configurations of real (x-axis)
and synthetic images (y-axis). The top row Dms illustrates the effect of training on a synthetic dataset with a balanced distribution of single
( per species) and mixed species () images, see Section ...

D1m dataset, improved the mAP by up to 9.2% (for 20000 synthetic
images). Using a dataset composed of real and synthetic images
improved performance further (see Figure 1, columns 2–7). With
images from D1 and 20000 images generated using crops from D1,
we obtained a mAP of 0.801 (a 11.7% increase in performance when
compared with training only with real images), showing that a rela-
tively small number of annotations (652 images) is sufficient to train
an object-detection network adequately when using the right aug-
mentation techniques. In contrast, nearly doubling the number of
real images in the training set from 343 to 652 (by adding up to
50% of D2) improved the mAP by 10.1% (mAP = 0.789). A model
trained on 652 real images and 20000 synthetic images resulted in
a mAP of 0.839.

Prior knowledge about image composition improves
performance
Training the model on the synthetic dataset, D1ms where the fish
composition was more realistic, i.e. 80% of the images contained
fish of the same species, resulted in a further increase in perfor-
mance (Figure 1, upper row), showing that the model benefited
from prior knowledge related to the likely distribution of species
composition within an image. Substituting D1m by D1ms in a dataset
composed of 652 real images and 20000 synthetic images, resulted
in an increase in mAP score from 0.839 to 0.845.

Optimal score threshold
The score threshold determines the precision and the recall. There
is a trade-off effect between those two performance metrics as in-
creasing the score threshold increases precision Figure 2a) but re-
duces the recall (Figure 2b). We use the F1 score, which is a per-
formance metric that incorporates precision and recall in a single
measure to determine the optimal score threshold. We derived the
confidence threshold for our predictions empirically using the best
inference model (mAP = 0.843) and the corresponding validation
data. In this case, the best model was trained on 20000 synthetic and
652 real images (train+50% val), we used the remaining 309 im-
ages from the validation dataset to evaluate precision, recall and F1
score for score thresholds ranging from 0.05 to 1. The maximum F1
score was obtained at 0.48 for blue whiting, 0.47 for herring, 0.53 for
mackerel, and 0.43 for mesopelagic fish (Figure 2c). The maximum
F1 score for all species together was obtained at a score threshold of
0.47 (Figure 2d).

Evaluating the predictions
The breakdown of the predictions on the test set D3 (when the
score threshold was set to 0.47) for the best model compared to
the ground-truth is shown in Table 2. Mesopelagic fish were not
misidentified as other fish species but were missed in 11% of cases.
Herring, which is the species most highly represented (39%) in the
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Figure 2. Precision (top left), recall (top right), and F score (bottom left) for each species and for all species together (bottom right) on a
dataset of  images (% of dataset D) for score thresholds between  and . The maximum F score for all species was obtained at a score
threshold of ..

Table 2. Confusion matrix (score threshold = .) where the first four rows show the total number of fish annotated for that species and the
distribution of the predictions, including missed detections. For example, out of  instances of blue whiting (BW),  were correctly identified,
while  were misidentified as herring (H), two as mackerel (Ma), three as mesopelagic fishes (Me), and  were missed. Numbers in bold indicate
correct identifications. The fifth row shows the false positives (excluding fish misidentified as one of the other three species) for each species.

Species BW H Ma Me Missed Total

BW 385(%)  (%)  (<%) (<%)  (%) 
H  (%) 673(%)  (%)   (%) 
Ma  (<%)  (%) 455(%)   (%) 
Me    360(%)  (%) 
False pos.    

Total (pred.)    

test data, is also most frequently missed (22% of all herrings) by
the model. In this dataset, the total number of false positives makes
up for the false negatives, so that there is little difference between
the predicted and real counts. For example, 8% of the blue whit-
ing and 6% of the mackerel are misidentified as herring. This, along
with other instances of false positives, reduces the difference be-
tween the total predicted herring count (895) and the real count
(933).

Predicting fish distribution and abundance across trawl
stations
The trained model was used to predict the number of fish (by
species/group) in all images (including un-annotated images) from
all trawl stations. The model outputs were combined with the po-
sition where the images were taken and acoustic data to recon-
struct the distribution of the different species in relation to the mea-
sured acoustic backscatter. For example, at station 364 (Figure 3),
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Figure 3. Echogram of station  ( kHz) with depth profile and predictions of blue whiting (blue), herring (red), mackerel (green), and
mesopelagic fishes (orange). Images at top are from the positions indicated along the trawl’s path and show the bounding boxes calculated by
the object detection model. The size of the bubbles in the centre panel are proportional to the number of fish predicted per minute. The
stacked histogram at bottom similarly shows the number of each fish species per minute but avoids the problem of the blue whiting symbol
obscuring mesopelagic fishes.
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Table 3. Catch and Deep Vision (DV) predictions for left and right images per trawl station. No mesopelagic fishes were registered in the catch
at any of the  stations.

Sta Blue whiting Herring Mackerel Mesopelagic

Catch DV count Catch DV count Catch DV count DV count

Left Right Left Right Left Right Left Right

                 
               
           
               
           
                   
              
             
             
             
           
              
               
             
                 
              
             
               
             
               

the mackerel were encountered at relatively shallow depth (70–
100 m) while herring were encountered both in the shallow layer
mixed with the mackerel and deeper than 250 m in association with
mesopelagic fishes and blue whiting. These distributions match
backscatter layers visible in the echogram.

Comparing image prediction counts and trawl catches
The prediction counts were compared with the trawl catches. The
Deep Vision system has a stereo camera, and the images comes
in pairs. While only left images were used in the annotated train-
ing, validation and testing datasets, we ran the model on both left
and right images when predicting on unannotated images from the
trawl stations. The total counts from all non-empty left and right
images from all the trawl stations (Table 3) were compared to check
for prediction consistency. There was very little difference between
counts by species from the left and right images: average CV be-
tween right and left images for each species (weighted by count at
each station) was 4.8% for blue whiting, 1.3% for herring, 1.4% for
mackerel, and 4.1% for mesopelagic fishes.

The number of times an individual fish is captured in consecutive
images may be species dependent. To check this, we first summed
the Deep Vision counts (average of count in left and right images)
across all stations for a given species (Table 3) and divided by the
summed catch. The ratios were 10.4, 15.4, and 40.0 for blue whit-
ing, herring, and mackerel, respectively. This is consistent with sub-
sequent analyses of the factors contributing to the number of du-
plicate times a fish was imaged. Those results showed that species
and orientation were significant while size, time, and the number of
other fishes present were uncorrelated (Westergerling, 2021).

We further used regression models to predict the DV counts
based on the catches. Typically, counts are modelled using a

poisson, quasi poisson, or negative binomial model. The initial data
exploration showed that the data were overdispersed preventing us
from using the poisson distribution. Using a model based on the
quasi poisson model resulted in highly heteroscedastic residuals.
The negative binomial model did not converge (using R). Valid
models were constructed using a log–log model adding one to the
catches and DV counts to avoid zero inflation.

Using these transformations, a simple linear regression was per-
formed to predict the summed Deep Vision counts for each sta-
tion. The total number of pelagic fish caught across all species
was used as a predictor variable. When no fish were caught, we
would expect the model to predict zero counts, but the inter-
cept was found to be 1.85 (Figure 4a) and significantly differ-
ent from zero (t-test, p < 0.001, see Supplementary material for
details).

To evaluate the correlation between species catch and Deep Vi-
sion counts, multiple linear regression models were built. For each
species, two model types were considered: (i) reduced models pre-
dicting each species’ Deep Vision count based on the species’ catch
alone and (ii) full models predicting each species’ Deep Vision
count using species’ catch and the sum of catches from the other
two species as covariates.

For all species, the full model (including an interaction term) was
found to have a significantly better fit than the reduced model (F-
tests, all tests p < 0.05, see Supplemantary material). When includ-
ing the other species as covariates, none of the models had an in-
tercept different from zero (t-tests, all p < 0.05, see Appendix). The
models show that there is an increase in Deep Vision counts when
the catches of the other species are high (Figure 4). The model co-
efficients are 0.74, 0.62, and 0.84 for the log-transformed sum of the
other species for blue whiting, herring, and mackerel, respectively.
When the catch of another species is high, a small labelling error of
the predominant species will lead to an inflation in the counts for
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Figure 4. Trawl catches vs. Deep Vision predictions. (a) The log-transformed sum of the catches vs. predictions for herring, blue whiting, and
mackerel combined. The dots are the individual data points per station, the black curve is prediction from the linear regression models (B, C,
and D). The log-transformed predictions as a function of catches for herring, blue whiting (BW), and mackerel, respectively. The colour of the
dots denote the log-transformed sum of the other species, e.g. for the herring plot (B) this sum is the log-transformed sum of the blue whiting
and mackerel catch from that station. The blue and red lines are the regression lines from the multiple regression model when the
log-transformed sum of the other species are zero and eight, respectively.
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Figure 5. Wrong/missed predictions. All annotation boxes are drawn in grey while the predictions boxes are red for herring, green for mackerel,
blue for blue whiting, and orange for mesopelagic fishes. Examples of false positives in (a) where a herring is counted more than once; (c) and
(e) where the visible part of a fish and a krill respectively are misclassified as mesopelagic fish; and (f) where a blue whiting is wrongly classified
as herring. Examples of false negatives in (a) where one partial herring is missed; (b) where one instance of a mesopelagic fish is missed; (c)
where two blue overlapping blue whiting are counted as one; (d) where a partial herring is missed and two overlapping mackerels are counted
as one; and (e) where a herring in the top of the image is missed. Top row images are from  and bottom row from  showing the effect
of upgraded cameras and lights.

the minor species. This leads to overcounts in cases where the catch
of the lesser species is low or even zero when the other species has
a high catch. This effect is seen for all three species (Figure 4b–d).

There is also an interaction effect between the catch of a species
and the sum of the other species. The (negative) model coefficients
for the interaction terms are −0.14, −0.094, and −0.13 for the blue
whiting, herring, and mackerel, respectively (see Supplemantary
material). This indicates that when the catch of the target species
is large, the misclassification works in the other direction, i.e. fish
are erroneously labelled as the other species. The interaction ef-
fect counters the effect of the other species for high catches only
(Figure 4b–d).

Discussion
Using an implementation of RetinaNet, we have demonstrated how
an object detector can be used to process trawl camera images, au-
tomatically locating fish individuals and identifying their species.
This allows us to observe and quantify fish before they are captured,
which has important applications in fisheries oceanography, fish-
eries management, and for developing selective fishing methods.

Model considerations
Training data for deep learning
A major challenge with deep learning is the need for large amounts
of labelled data for the training step, and the annotation process
which, in the case of object detection tasks, involves manually

drawing boxes around objects is particularly time-consuming. Us-
ing synthetic data provides us with a quick and easy way to generate
large amounts of clean, automatically annotated images. Whilst
doubling the number of real images used for training improved the
performance by 10% (from 0.717 to 0.789), this requires an invest-
ment of effort and expense, a greater improvement in model per-
formance (14.6%) was achieved through the use of synthetic data
(from 0.717 to 0.822, which is an automated and easy task. This
suggests that better exploitation of existing data should be consid-
ered before the acquisition of new labelled data. To further improve
performance, the distribution of the simulated data should follow
the distribution of real data. In particular, pelagic fish often school,
leading to observations that are dominated by a single species. Sim-
ulating data by drawing from a uniform distribution of species was
found to be inferior to using a distribution that favoured dominant
species observations.

Model limitations
A visual inspection of missed or wrong predictions in the test set
images shows that there are several causes for mis-classifications.
Reasons for false positives (predictions > counts) include mis-
identification due to poor lighting or partial fish (Figure 5c), fish
being misidentified (Figure 5f), or small objects like krill being
wrongly identified as mesopelagic fishes (Figure 5e) or the same
fish being counted twice (Figure 5a). False negatives are frequently
observed in cases where there are several fish overlapping and not
all are counted (Figure 5b–d). We also have false negatives in cases
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where only part of a fish is visible in an image (Figure 5a and d) or
when the lighting is suboptimal (Figure 5a–c).

The average score threshold used (0.47) is lower than the op-
timal score threshold for mackerel (0.53) and higher than that of
mesopelagic fishes (0.43), which may cause us to overpredict mack-
erel and underpredict mesopelagic fish. However, an analysis of the
test results (see Table 2) shows that the false positives tend to com-
pensate for the false negatives, so that the predicted count differs
at most 4% from the true count. Overall, the sum of total fish pre-
dictions (2359) is just 0.3% less than the total number of fish in the
images (2366) as overestimation for one species compensates for
underestimation for other species.

When using the model for predictions on real unannotated im-
ages, it is likely that mesopelagic fish are over-counted. While our
approach includes a pre-processing step where images predicted to
contain krill are excluded from the images used for predictions, a
proportion of the remaining images may still contain objects that
the model was not trained to recognize. Small non-fish objects,
such as bubbles, when the trawl is near the surface and scales,
krill, and fragments of larger fishes when at the fishing depth tend
to be misidentified as mesopelagic fishes. The model may, there-
fore, not be adequately equipped to distinguish small objects from
mesopelagic fish.

Application in fisheries oceanography surveys
Trawl sampling is used extensively in fisheries oceanography and
fisheries management, and long time series exist for a wide range of
regions. Trawl catches can be used directly in swept-area or swept-
volume surveys to calculate abundance or in combination with
acoustics in order to verify the species and sizes present for appor-
tioning acoustic backscatter.

Increased spatial resolution from trawl data
The most immediate application of data from an in-trawl camera
system is likely improved interpretation of acoustic data. The im-
proved spatial resolution from the trawl can also support studies of
species overlap and trophic interactions.

Presently, assigning acoustic backscatter to species and sizes is
accomplished by trained experts examining reflected energy over
multiple frequencies (De Robertis et al., 2010; Korneliussen and
Ona, 2003) and assigning the presence and relative abundance of
species aided with data from the trawl catch. However, there is a
mismatch in spatial resolution between acoustic data, which are
recorded at scales of < 10 m along the vessel’s path and catch
in the trawl, which is integrated over the kilometer-scale path
trawled. Time- and depth-referenced images provide a fine-scale
three-dimensional record of where each object was encountered.
While a traditional catch sample yields a mixed catch integrated
over the entire volume sampled, depth- and time-referenced images
can be linked directly to the observed layers.

While it is possible to examine images manually, using our
method for identifying fish automatically, we can easily display the
observed fish over the echogram (Figure 4). The Large Scale Sur-
vey System (LSSS) software (Korneliussen et al., 2016) is commonly
used to analyse echosounder data, and currently supports manual
inspection of trawl camera images, which are placed in the corre-
sponding location on the echogram based upon depth and time
stamp indicated in the Deep Vision metadatafile. Our goal is to
integrate the classification system presented here to automate the

process of species identification and abundance estimation. Tech-
niques to extract length measurements automatically from the im-
ages, such as those presented by Garcia et al. (2019), could be sim-
ilarly integrated to provide information for target strength conver-
sions in order to estimate biomass from the acoustic data.

Quantitative estimates of fish abundances
Swept-area or swept-volume surveys use trawl catches directly as a
relative measure of abundance. This is most common for surveys
of demersal fishes, but is also used for some pelagic surveys such as
the mackerel swept surface survey in the Norwegian sea (Nøttestad
et al., 2015).

We believe the species and size composition measured from im-
ages taken inside the trawl may provide a more complete record of
the range of species and sizes present than the physical catch re-
tained in the cod end. Trawls are generally size-selective (Wileman
et al., 1996), with most selection occurring in the codend where
fish accumulate. Individuals smaller than the codend meshes may
pass through and be either underrepresented or completely miss-
ing from the catch. This dataset provides a clear example of this
challenge: the mesopelagic fishes, glacier lanternfish, and Mueller’s
pearlsides were verified in the images at 16 of the 20 trawl sta-
tions from the 2018 survey but were never recorded in the catches.
Mesopelagic fish is an emerging fishery, and abundance estimates
are uncertain (Irigoien et al., 2014; Proud et al., 2019). Using the
Deep Vision system on conventional fisheries oceanography sur-
veys can provide much needed data on the species abundance and
distribution.

A frame rate of 200 ms causes individual fish to be imaged sev-
eral times as they pass the camera system. For this reason we cannot
use the Deep Vision counts directly as a measure of abundance (c.f.
Table 3). The number of duplicate images per individual appears
to be species dependent. The sum over all stations of Deep Vision
counts divided by the catches are 10.4, 15.4, and 40.0 for blue whit-
ing, herring, and mackerel, respectively. These trends are reflected
in the different swimming capacities of these species (Videler and
Wardle, 1991; Sambilay, 1990), with speed and endurance of blue
whiting < herring < mackerel. Thus, we believe the species depen-
dent effect is most likely due to different residence times inside the
field of view of the camera. However, even if the mackerel is a fast
swimmer, 40 frames for each individual seems high. Another expla-
nation is that the counts are affected by misinterpretations from the
other species, see discussion of the model below. For our method
to be applied to trawl surveys and for maintaining established time
series, we need to correct for these differences.

One way to mitigate multiple observations is to track each in-
dividual fish between subsequent frames. The advantage of this ap-
proach is that it can be generally applied, but requires a robust track-
ing algorithm. As fish densities are sometimes high, this either re-
quires a robust method to identify and separate different fish indi-
viduals (rather than just species), or a high enough frame rate that
fish positions are close enough between frames to resolve ambigui-
ties. It is also likely that the tracking would be biased for high counts,
since tracking in high densities increase the probability of track as-
sociation errors (Blackman and Popoli, 1999).

Instead of tracking we have modelled the relationship between
the Deep Vision counts and the catch data using a simple linear
regression model. This requires concurrent catch data from cali-
bration and does not directly generalize across species and surveys.
Our model does not currently include other factors that can affect
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the swimming behaviour and the corresponding residence time,
such as fish size, orientation, water temperature, and fish activity
(feeding, spawning, migrating, and so on), as these datasets are still
under development. Given enough data, some of these could be
added as covariates to the model.

As shown in Figure 5, our model worked well in our test case.
Overall catches and counts from images were correlated along a
1:1 linear regression in a log–log plot. For the cases where we use
catches of the other species as covariates, no intercepts were signif-
icantly different from zero (t-test, p > 0.05, Supplementary mate-
rial). There is, however, a positive trend in the intercepts suggesting
that there could be a small density dependence, which potentially
caused the RetinaNet object detector to miss fish due to occlusion
in crowded images.

The sum of catch from the other species is a larger and significant
(t-test, p < 0.01 for all cases) effect compared to the density depen-
dent effect, especially for blue whiting and mackerel (Figure 5b-d).
As an example, the non-significant (t-test, p > 0.05) intercept for
blue whiting is 1.06, which corresponds to exp (1.06) + 1 ∼ 4 fish,
and the effect of the sum of the other species is 1.18, which will af-
fect the prediction a lot more than the intercept when the log of the
sum of the other catches are above 1. This effect is pronounced even
with a low false positive rate when the abundance of one species is
much higher than the target species.

Finally, we note that the performance of the trawl may change
when using an open cod-end due to changes in hydrodynamics. If
the method is to be used on an existing survey with an open cod-
end, the trawl performance needs to be monitored. One way to ad-
dress this is to conduct every other haul with a closed cod end and
check if there are any biases in the Deep Vision counts between a
closed and an open cod-end.

Concluding remarks
We have developed a method that can reliably count and identify
individual fish from in-trawl images. The challenge is more related
to the data than to the model architecture, and it is important to
ensure that the data is appropriately collected and labelled.

To implement the method on a fisheries oceanography survey,
we recommend the following steps: First, a set of training data needs
to be established to train the deep learning network. This includes
empty background images, crop outs of species of interest as well as
fully annotated data set split into training, validation, and testing.
Second, for using the method on swept area/swept volume surveys,
trawl hauls with catches and in trawl images need to be recorded
to establish the correspondence between counts from images and
trawl catches. Third, if the objective is to use the system with an
open cod end, it is recommended to initially do every other haul
with a closed cod end to detect potential effects of opening the cod
end. And finally, it is recommended to keep collecting at least some
closed cod end trawl hauls to monitor the performance of the sys-
tem and to ensure that there is no drift in the performance. Con-
tinued sampling of physical catch is also likely necessary in order to
collect life-history parameters such as diet, age, maturity, and con-
dition which cannot be assessed from images.

Supplementary data
Supplementary material is available at the ICESJMS online version
of the manuscript.

Data availability
The data used to train and test the models in the article and the
code used to generate synthetic data is described in more detail at
https://doi.org/10.1002/gdj3.114. The data are available in the Nor-
wegian Marine Data Centre at https://doi.org/10.21335/NMDC-55
1736490. More information about the survey data can be found in
the Supplementary material.
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