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Abstract: Acoustic data are recorded continuously during the winter survey for demersal fish in the Barents Sea. This
paper presents a method for using the information from the acoustic recordings between trawl stations in an attempt to
increase the precision of the trawl estimate. The method is related to the double-sampling regression estimation, in
which information from a frequently sampled auxiliary variable (e.g., acoustics) that is correlated with the main vari-
able (e.g., trawl) is used for the purpose of increasing the precision in the estimate of the population mean of the main
variable. The version presented here allows for additional explanatory variables and for autocorrelation in the main and
auxiliary variables. However, when applied to the Barents Sea data, only a minor variance reduction is obtained. The
main reasons for this are a high autocorrelation in the acoustic data and a relatively low correlation between trawl and
acoustics on trawl stations. Another unexpected result is that the acoustic density during trawling is significantly higher
than between trawl stations.

Résumé : Durant l’échantillonnage d’hiver des poissons démersaux de la mer de Barents, il se fait un enregistrement
continu des données acoustiques. Notre travail présente une méthode pour utiliser les enregistrements acoustiques entre
les stations de chalutage pour augmenter la précision des estimations obtenues par chalutage. La méthode est reliée à
l’estimation par régression à double échantillonnage, dans laquelle l’information obtenue sur une variable auxiliaire
fréquemment échantillonnée (par ex., les données acoustiques) qui est en corrélation avec la variable principale (par
ex. les données de chalutage) sert à améliorer la précision de l’estimation de la moyenne de la population de la
variable principale. La version que nous présentons permet l’insertion de variables explicatives additionnelles et
l’existence d’autocorrélation dans les variables principale et auxiliaires. Cependant, son utilisation avec les données de
la mer de Barents ne produit qu’une faible réduction de la variance. Les raisons principales en sont une forte auto-
corrélation dans les données acoustiques et une corrélation relativement faible entre les données acoustiques et celles
de chalutage dans les stations de chalutage. Un autre résultat inattendu est que la densité acoustique durant le chalutage
est significativement plus importante qu’entre les stations de chalutage.

[Traduit par la Rédaction] Hjellvik et al. 1402

Introduction

The standard bottom trawl surveys comprise the principal
fisheries independent data source for estimating abundance
of commercial demersal fish in European waters. These sur-
veys use samples taken from very small areas (tow tracks) as
representative of much larger inhomogeneous areas (strata),
which can lead to a high variance in the resultant index. It is
now possible, and in many cases routine, to collect acoustic
data simultaneously during the surveys. Combining trawl
and acoustic data would be one of the most cost-effective
ways of improving these abundance estimates. As an illus-

tration, in the Norwegian winter survey in the Barents Sea,
trawl hauls with a duration of 1.5 nautical miles (n.mi) are
typically taken every 20 n.mi, whereas acoustic sampling is
done continuously along the survey track.

It is an obvious idea (see, e.g., Ona et al. 1991; Cachera et
al. 1999) to try to use the additional information in the
acoustic data to increase the precision of the trawl estimate.
This was the objective of the European Union (EU) funded
project CATEFA (Combining Acoustic and Trawl surveys to
Estimate Fish Abundance), in which several approaches were
tried: GAMs (generalized additive models) (Beare et al. 2004),
artificial neural networks (Neville et al. 2004), geostatistics
(Bouleau et al. 2004), and fuzzy logic (Mackinson et al.
2005). However, little was achieved in terms of increased
precision of the trawl index. The purpose of the present pa-
per is to seek to explain and understand these results. This is
done by using statistical techniques for combined sampling
to demonstrate that the potential for an improvement in pre-
cision is, in fact, small. Our data are restricted to the Barents
Sea winter survey, but we believe that the conclusions of the
analysis have a more general validity because the results fol-
low from features of the data that seem to be present in
many combined acoustic and trawl surveys, i.e., variable and
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often weak correlation between trawl and acoustics in addi-
tion to high autocorrelation of acoustic samples. As a conse-
quence of the analysis, it will also emerge how strong the
dependence should be between these two variables to obtain
substantial improvement.

Our approach is based on standard statistical methods for
combining information from two sets of data. Such methods
are essential for the technique of double sampling (Cochran
1977, chapter 12). We will utilize this technique but do not
impose the somewhat restrictive finite population sampling
designs assumed in that book. Instead, we use a model that
is more conventional in one respect (based on an infinite
population) but more general in another. The increased
generality is obtained by allowing for data coming from
stationary time series or transect series and by permitting ad-
ditional explanatory variables. We will continue to use the
appellation “double sampling”, but now this will just refer to
a situation in which an auxiliary variable (acoustic density)
is measured together with a main variable (trawl catch) at all
locations where the main variable is observed and, in addi-
tion, at many other locations. If the main and the auxiliary
variables are correlated, the idea is that information from the
additional samples of the auxiliary variable should increase
the precision of the estimate of the main variable.

Material and methods

The Barents Sea winter survey
This is a combined bottom trawl and acoustic survey for

cod and haddock that has been undertaken annually since
1981 (Jakobsen et al. 1997). As the data before 1997 have a
lower resolution, only data from 1997–2002 have been used.
The horizontal resolution of these data is 1 n.mi, and the
vertical resolution is 10 m (surface-related layers). In addi-
tion, the acoustic density near the bottom is available as
bottom-related layers with 1 m vertical resolution. Because
the horizontal resolution of the acoustic data is 1 n.mi and a
trawl station typically covers 1.5 n.mi, there is not an exact
match between the area covered by the two sample types. A
rough estimate of the acoustic density corresponding to each
trawl station has been calculated using a weighted average
of the acoustic samples that overlap with the trawl station.
This is described in detail in Hjellvik et al. (2003) together
with a method for converting the surface-related layers to
bottom-related layers. In Hjellvik et al. (2003), the correla-
tion between trawl catches and acoustic densities was found
to be highest when the acoustic density was accumulated
from the bottom up to about 50 m above the bottom, and this
part of the acoustic density has been used here.

The trawl catches have been transformed into ENASC
(equivalent NASC (nautical area scattering coefficient,
m2·(n.mi)–2)) values as

ENASC = ∑ [( )/( )]
L

L L LC dwσ

where CL, σL, and wL denote catch in number, scattering
cross section, and effective fishing width, respectively, for
length group L, and d is the towed distance (for details, see
Hjellvik et al. 2003). An overview of the survey methodol-
ogy is given in Jakobsen et al. (1997).

The correlation between trawl and acoustics is essential in
combining them. As the data are very skewed (approxi-
mately lognormally distributed), outliers can heavily influ-
ence the correlation estimates, and all of the analyses are
therefore carried out on log-transformed data.

Typically, trawl stations are taken every 20th n.mi. How-
ever, the representativeness of a catch can be destroyed by
clay in the codend, torn net, or other uncontrolled factors.
Such catches are not used in the analysis. Moreover, for lo-
gistic reasons, the number of acoustic samples between trawl
stations may be different from 20. The survey transect and
the distribution of the number of between-station samples
for the 2002 survey is shown (Fig. 1).

Double sampling with independent data
Let Ti and Ai denote the trawl catch (ENASC) and acous-

tic density (NASC), respectively, at trawl station i (notation
is given in List of symbols). We want to estimate expected
trawl catch µ(T) per square nautical mile in a certain region
of size Ω, say. The average trawl catch T is an obvious esti-
mate of µ(T).

The idea of double sampling is that the more frequent
between-station observations Aj can be used to increase the
precision of T as an estimate of µ(T) supposing that Ai and
Ti are correlated. First, we explain the effect of double sam-
pling in the simple situation in which there is a standard lin-
ear regression relationship

(1) T A u i ni i i= + + =α β , , ...,1 ON

between Ai and Ti. Here {ui} are independent identically dis-
tributed error variables with expected value E(ui) = 0 and
nON is the number of trawl stations. We assume Ai , i =
1, …, nON, to be independent and independent of {ui}. Ob-
servations for Ti are available for i = 1, …, nON, whereas for
Aj we have observations j = 1, …, nALL, where nALL is the
number of acoustic samples and is considerably larger than
nON.

To explain the essentials of the method in a simple setting,
first, we assume that Aj, j = 1, …, nALL are independent. This
assumption is clearly not realistic as the acoustic samples
are close in time and in space. In addition, both Aj and Ti
will be influenced by spatial trends. More realistic assump-
tions will be introduced in the next section. We are inter-
ested in the expected value µ(T) of T using a combined
index estimate �µ(T) = IC composed of both the nON joint ob-
servations of (Ti, Ai) at trawl stations and the nALL minus nON
acoustic observations taken between stations. From eq. 1, we
have µ(T) = α + βµ(A) and TON = α + βAON + uON, where
TON, AON, and uON are averages of on-station observations.
Subtracting we have

µ β µ( ) [ ( ) ]T T A A u− = − −ON ON ON

Because E(ui) = 0, the best estimate of the mean uON of the
regression residuals is zero, and it follows that µ(T) can be
estimated by

�( ) � [ �( ) ]µ β µT I T A Ac= = + −ON ON

The expected value µ(A) is estimated by using all of the
acoustic observations, and hence
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(2) I T T b A Ac = = +�( ) ( – )µ ON ON ALL ON

where bON is the standard estimator of the regression coeffi-
cient β in eq. 1 based on the on-station joint observations.

Using standard properties of the regression model of eq. 1,
the variance of IC (see Appendix A for details) is

(3) var( ) ( – )
var( ) var( )

, ,I
T

n
T

n
c A T

i
A T

i= +1 2 2ρ ρ
ON ALL

≤ =var( )
var( )

T
n

Ti

ON

where ρA,T is the correlation between trawl and acoustics.
Note that eq. 3 is really an approximation (see Appendix A)
that is only valid if nON is large (fulfilled in our case) and if
{Ti} and {Aj} are series of “independent” samples from the
survey area Ω. It will be generalized in the next subsection
to take autocorrelation and possible explanatory variables
into account. If Ti is measured in, e.g., kilograms per square
nautical mile, ΩIC is now an estimate of the total biomass in
the survey area, and with the assumptions used in this sub-
section, it follows from eq. 3 that it will have lower variance
than the trawl-only estimate if ρA,T ≠ 0.

The correlation between trawl and acoustics is usually
positive (β > 0), and hence usually bON > 0, and the com-
bined index IC is adjusted upwards or downwards compared
with the trawl-only index T according to whether or not
A AALL ON> .

Generalized double sampling
In a generalized version, trawl catches and acoustics are

first modelled as regression functions of explanatory vari-
ables using the GAM (generalized additive model) approach,
and the variance of the combined index (corresponding to
eq. 3) is then calculated from the residuals of the regres-
sions. This is done to take into account the explanatory
power of covariables and to remove trends due to spatial
variation, for instance. The residuals obtained from the chro-
nologically ordered observations along the transect will be
treated as time series. They are approximately stationary
along the transect as opposed to the trawl and acoustic series
themselves, which will contain trends. As long as the paral-
lel sections of the transect are sufficiently far apart in time
or in space, this will be true irrespective of the particular
spatial sampling design chosen for the survey. The analogue
for a trawl-only index is to fit a regression model and calcu-
late the error of the predicted mean trawl catch from the re-
gression error variance. The models fitted to the trawl and
acoustic observations are

(4) T f x x x z i ni T i i ik i= + =( , , ..., ) , , ...,1 2 1 ON

(5) A f y y y j nj A j j jl j= + =( , , ..., ) , , ...,1 2 1ε ALL

where fT and fA are functions of the explanatory variables
x1,…,xk and y1,…,yl and where the residuals zi , i =
1,…,nON, and εj, j = 1,…,nALL, are assumed to be stationary
and autocorrelated. This autocorrelation signifies the contin-
ued presence of spatial dependence after trend removal
along the transect. It is weak (from 0 to 0.4) for the trawl
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Fig. 1. Acoustic samples (small points, hardly distinguishable as they are so dense) and trawl stations taken by Johan Hjort (open circles)
and G.O. Sars (solid circles) for the 2002 survey. Upper right corner: histogram of the number of acoustic samples between trawl sta-
tions for both vessels.



data, because the trawl stations are far apart and strong (0.8–
0.95) for the acoustic data. The explanatory variables do not
have to be the same for trawl and acoustics, although it
seems reasonable that they are. Note that in fact we have
two acoustic data sets, the entire set {Aj, j = 1,…,nALL} cov-
ering both trawl stations and the tracks between them and
the on-station set {Ai, i = 1,…,nON}. In the entire set, each
observation is the NASC averaged over 1 n.mi, whereas in
the on-station set, each observation is a weighted average of
the two or three acoustic samples overlapping with the cor-
responding trawl station. For example, if trawl station i has a
length of 1.5 n.mi and is covered by Aj (20%), Aj+1 (100%),
and Aj+2 (30%), then Ai = (0.2Aj + Aj+1 + 0.3Aj+2)/1.5 (cf.
Hjellvik et al. 2003). Acoustic residuals for the trawl sta-
tions are defined as

(6) e A f y y y i ni i A i i il= =– ( , , ..., ), , ...,1 2 1 ON

where fA is the function in eq. 5. In practice we use esti-
mated residuals �zi, �ei, and �ε j corresponding to estimates of fT
and fA. Finally, as for eq. 2, the combined index is calculated
as

(7) I T b ec = +ON ON ALL ON( – )ε

where bON = �β is the estimated regression coefficient in the
regression zi = α + β ei + ui, i = 1,…,nON, i.e., (zi,ei) are
playing the role of (Ti,Ai) in eq. 1. Here, because these are
on-station quantities, zi, i = 1,…,nON, ei, i = 1,…,nON, and
ui, i = 1,…,nON, are weakly autocorrelated variables, and
{ei} is assumed to be independent of {ui}.

The index IC of eq. 7 would in general be different from,
but analogous to, the index IC of eq. 2. If εALL ON> e , the
acoustic residuals between stations are on average larger
than those on station, and if bON > 0, as is usually the case,
the combined index IC is adjusted upwards as compared with
the trawl-only index T . Ignoring the uncertainty in fitting
eqs. 4 and 5, i.e., in estimating fT and fA, and considering the
explanatory variables (e.g., longitude and latitude) as
nonrandom, it follows that var(Ti) = var(zi) and the variance
of the trawl-only index is var(z) (the variance of the mean
error of eq. 4), whereas the variance of the combined index
is given by var(IC) = var [zON + bON(εALL ON– e )]. Using the
derivation in Appendix A, we have

(8) var( ) ( ) var( ) var( ),I zc e z= − +1 2 2ρ β εON ALL

where again this is an approximation based on the simplify-
ing assumptions made above and in Appendix A. Note that
in the case of independent zis and εis, the index IC of eq. 7 is
completely analogous to IC of eq. 2. Moreover, eqs. 8 and 3
are identical in this situation, which is easy to check using
standard regression results. The change in variance obtained
by the combined index eq. 7 compared with the trawl-only
index T = TON is

(9) ∆V = =
+

1 1
1 2 2

–
var( )
var( )

–
( – ) var( ) var( ),I

T

zc e zρ β εON ALL

var( )zON

= =ρ β ε ρ ε
e z e z

i

z
z

, ,–
var( )
var( )

–
var( ) var( )2 2 2 1ALL

ON

ALL

var( ) var( )z eiON











where we used β ρ2 2= e z i iz e, var( )/ var( ). Note that ∆V will be
small if ρe z,

2 is small.

The fact that εj, j = 1,…,nALL, are autocorrelated must be
taken into account when calculating var( )εALL in eq. 8. This
can be done analytically or by autoregressive bootstrap if εj
follows an autoregressive process, or by block bootstrap for
more complicated εj processes like those of the survey data
(see Appendix A for details). The calculation of var(z ON)
can be done similarly, but here the first-order autoregressive
analytic approximation is usually accurate because the
autocorrelation generally is much weaker.

Checking the variance formula by simulation
The approach described in the preceding subsection con-

sists of two stages: the fitting of a GAM regression to the
data as in eqs. 4 and 5 and the application of the generalized
double-sampling technique to the residuals from this fit, re-
sulting in eqs. 7 and 8. As has been mentioned, there are
some approximations involved in eq. 8. First, there are the
approximations in the derivation in Appendix A. Second, the
uncertainty has been ignored in the estimates �fA and �fT of fA
and fT in eqs. 4 and 5 when computing var(IC) of eq. 8. We
have therefore investigated the accuracy of the variance
eqs. 8 and 9 by three sets of simulation experiments, two of
them to some extent mimicking the 2002 survey. In all of the
simulations, eq. A4 is used to calculate var(zON), and the
block bootstrap with block length 100 and 100 bootstrap
replicates is used for var(εALL).

We simulate residual processes {zj} and {εj} for trawl and
acoustics, respectively, as first-order autoregressive pro-
cesses (cf. Appendix A):

(10) ε ε σ σj j j j j u j wa u w u N w N= + +−1
20, ~ ( , ), ~ ( , ),0 2

j n= 1, ,� ALL

z az v w v N j nj j j j j v= + + =−1 , ~ ( ),0, 1, ...,2
ALLσ

where the sequences of independent normally distributed
random variables {uj}, {vj}, and {wj} are independent. The
correlation between acoustics and trawl is generated by the
common variable {wj}, where a higher value of σw

2 leads to
higher correlation (cf. eq. A8 in Appendix A). For conve-
nience, we first generate one trawl residual zj for each acous-
tic residual εj, and then discard all of the zjs except the ones
that correspond to on-station data. That is, we use the zj s
with j � ION, where ION denotes the set of samples that are
on-station. Below we refer to this subset as {zi}.

In the first experiment, we use nALL = 5000 and one trawl
residual for each 20th acoustic residual, i.e., ION =
{10,30,…,4990}. This makes the simulated variance reduc-
tions directly comparable to theoretical variance reductions
in eq. 9. Five values of a (0, 0.4, 0.6, 0.8, and 0.9) and four
values of ρe,z (0.3, 0.5, 0.7, 0.9) are used. Equations 7–9 are
applied directly on the {zi} and {εj} processes with no GAM
involved, i.e., TON and eON in eq. 7 are replaced with zON
and εON, respectively.

In the second experiment, the main change is that instead
of using equally spaced trawl stations, we use the same spac-
ing as in the 2002 survey. We use nALL = 7383 and nON =
287, as in the 2002 survey, and ION now denotes the set of
samples for which Ai in the real data overlap with a trawl sta-
tion (only one i for each station). The correlations and vari-
ances in the simulation are as for the demersal trawl and
acoustic data in 2002, i.e., a = ρε(1) = 0.8673, ρe z, = 0.3841,
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σz = 0.8116, and σe = 0.9664, obtained by using σu = 0.3917,
σw = 0.2517, and σv = 0.2992 (cf. eq. A8 in Appendix A).
This gives an autocorrelation of about 0.12 for on-station zis.

In the third experiment, in addition to the unequally
spaced trawl stations, the GAM aspect is included, both in
the data generation and in the index calculation. Acoustic
samples Aj and trawl catches Ti are generated as

(11) A f j nj A j j j= + =( , ) ,lat lon 1, ..., ALLε

T f z i ni T i i i= + =( , ) ,lat lon 1, ..., ON

where the complete set {εj} from eq. 10 is used to generate
acoustic samples on and between stations, and {zi} (the on-
station zs) from eq. 10 are used to generate trawl catches on
stations. The functions fA and fT are taken to be the GAMs fit-
ted to the 2002 data of demersal acoustics and catch, respec-
tively, lati and loni are the latitudes and longitudes of the trawl
stations that year, and latj and lonj are the latitudes and longi-
tudes of the acoustic samples. Next, a GAM was fitted to the
simulated data, obtaining the estimates �fA and �fr . The com-
bined index and its variance were then calculated according to
eqs. 7 and 8, replacing zi by �zi = Ti – �fT (lati , loni), i =
1,…,nON, and ε j by �ε j = Aj – �fA(latj, lonj), j = 1,…,nALL,
where again the latitudes and longitudes are taken from the
2002 survey.

Results

Simulations
Because the interpretation of the results for the real data

depends on the accuracy of eqs. 8 and 9, we present the re-
sults from the simulation experiments first (depicted in
Figs. 2 and 3).

In the first experiment, the trawl samples {zi, i =
1,…,nON} and acoustic samples {εj, j = 1,…,nALL} are de-
scribed by the first-order autoregressive models of eq. 10,
and the autocorrelations of {εj} and {zi} are given by a and
a20, respectively. In this case, the theoretical variance reduc-
tions predicted by eqs. 8 and 9 are shown as curves (Fig. 2),
with each curve having a fixed value for the correlation ρε,z
between on-station trawl and acoustics. Equations A4 and
A5 with the known values of a, σ σεX

2 2= , and σ σY z
2 2= were

used to calculate var(εALL) and var(zON) in eq. 9. It is seen
that the variance reduction decreases rapidly with increasing
autocorrelation a for a > 0.8.

The results from the simulations in the first experiment are
shown as points (Fig. 2). Each solid point shows the empirical
variance reduction for 100 000 simulations for a given combi-
nation of autocorrelation a (0, 0.4, 0.6, 0.8, or 0.9) and trawl–
acoustics correlation ρε,z (0.3, 0.5, 0.7, or 0.9). This is based
on computing zON and I z b eC = + −ON ON ALL ON( )ε for each
realization and then computing ∆V I zs s= −1 2 2/ , where sI

2 and
sz

2 are the empirical variances of the 100 000 ICs and zONs, re-
spectively. No approximation assumption or knowledge about
the processes {εj} and {zi} were used in the computations.
The solid points are very close to the theoretical curves, dem-
onstrating that the variance reduction formulas of eqs. 8 and 9
have high accuracy.

When working with real data, we have to estimate the
quantities in eq. 9. Conventional estimates were used for
ρε, z, and β, and eq. A4 was used to estimate var(zON) with
var(zi) and a estimated from the data. The block bootstrap
was employed to estimate var(εALL) in order to have a robust
estimation procedure that is not dependent on a particular
model chosen for {εj}. The estimation was carried out for
each of 1000 simulated realizations (because var(IC) is much
more time consuming to compute than IC, ∆V was only calcu-
lated for 1000 of the 100 000 realizations). For each realiza-
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Fig. 2. Curves: theoretical variance reduction (∆V) calculated using
eqs. 9 and A4, when the acoustic samples {εj, j = 1,…,nALL} and
the trawl samples {zi, i = 1,…,nON}, nON = nALL/20, are first-
order autoregressive processes as in eq. 10 with autocorrelations a
and a20, respectively, and the correlation ρε,z is as indicated in the
figure. Solid and open circles are simulated variance reductions as
described in the main text.

Fig. 3. Variance reduction (∆V) as a function of var(zON) for
(a) simulation experiment 2 without any GAM involved and
(b) experiment 3 with GAM involved. Broken vertical and hori-
zontal lines show the average var(zON) and variance reduction,
respectively.



tion, the estimated variance reduction ∆V was computed using
estimated quantities in eq. 9 (the averages over the 1000 real-
izations are shown as open circles in Fig. 2). Again, we ob-
tained a very good correspondence with the theoretical curves
except for the combination of high as and high values of the
correlation ρε, z, where ∆V was overestimated. If var(εALL)
was calculated using the autoregressive bootstrap instead of
the block bootstrap, there was no overestimation, but this is
not a realistic approach for the real data. Increasing the
block length to 500 and (or) the number of bootstrap repli-
cas to 200 did not help. However, we do not think the over-
estimation represents much of a problem as we seldom

observe pairs of values (a, ρε, z) in the real data for which the
overestimation in Fig. 2 is substantial.

The simulated variance reductions for the last two experi-
ments mimicking the 2002 survey as described in the Mate-
rial and methods section are shown (Fig. 3). On average, the
variance reduction for the residual process with no GAM in-
volved (Fig. 3a) is 0.067, whereas the theoretical variance
reduction of Fig. 2 for the corresponding correlation and
autocorrelation (a = 0.876 and ρε, z = 0.348) is 0.041 when
there is one trawl station for each 20th acoustic sample.
However, with nALL = 7383 and nON = 287, there is on aver-
age one trawl station for approximately each 26th acoustic
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Fig 4. The GAM fitted to demersal trawl catches in 2002. The background shading indicates the level of the fitted surface fT(loni, lati),
with light shading corresponding to a high level. In (a), the log-transformed trawl catches are proportional to the diameter of the circles.
In (b), the absolute value of the residuals from the GAM fit is proportional to the diameter of the circles. Black and white circles indicate
negative and positive residuals, respectively, and the underlying grey lines indicate the survey track.



sample, which corresponds to a theoretical variance reduc-
tion of 0.055. The difference of 0.012 between this and the
simulated variance reduction is as one would expect because
of the tendency our method has to overestimate ∆V for high
autocorrelations (open circles in Fig. 2). Thus, the fact that
the trawl stations are unequally spaced in experiment 2 (cf.
the histogram in Fig. 1) does not seem to have much impact
on the results. Including the GAM lead to a change in aver-
age ∆V of only 5% to 0.070 (Fig. 3b).

We also did the simulations in the last two experiments
with the first-order model of eq. 10 replaced by a 12th-order
autoregressive model fitted to the 2002 demersal data. This

resulted in a decrease of 0.01 in the average ∆V both with
and without the GAM included.

Real data
The data were log-transformed and modelled with latitude

and longitude as explanatory variables, i.e.,

log 1 lat lon( ) ( , )T f zi T i i i+ = +

log 1 lat lon( ) ( , )A fj A j j i+ = + ε

where fT and fA are estimated nonparametrically by GAMs.
A constant of 1 is added to the raw data in the log transfor-
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Fig 5. The GAM fitted to the demersal acoustics in 2002. The background shading indicates the level of the fitted surface fA(lonj , latj),
with light shading corresponding to a high level. In (a), the log-transformed echo abundance is proportional to the diameter of the circles.
In (b), the absolute value of the residuals from the GAM fit is proportional to the diameter of the circles. Black and white circles indicate
negative and positive residuals, respectively.



mation because then zero observations remain zero observa-
tions after the transformation, and the residuals become
approximately normally distributed. The GAM fit to the
demersal trawl catches in 2002 is shown together with
log(Ti + 1) and zi (Fig. 4). The corresponding plots for the
acoustics are also provided (Fig. 5). The contours of the sur-
faces are similar for trawl and acoustics, and for both vari-
ables, there is a tendency to have the largest residuals (in
absolute value) close to the borders of the survey area. This
is reasonable as the scarcity of data here makes the GAM fit
less reliable. A careful study of Figs. 4 and 5 reveals that the
GAM is quite effective in removing spatial trends, and actu-
ally, the GAM fit results in a variance reduction close to
50% for 2002 (cf. Fig. 8 in the Discussion). A strong auto-
correlation along the transect remains for the acoustic resid-
uals (Fig. 5).

In some of the acoustic series, there are periods with no
fish and hence εj ≈ εj–1. Because of this nonstationarity in the
{εj} series, block bootstrapping (see Appendix A) with 1000
replications and a relatively long block length of 100 was
used to calculate var(εALL), whereas eq. A4 was employed
to calculate var(zON). The variance reduction ∆V computed
using eq. 9 was on average about 0.06, ranging from 0 to
0.18 (Fig. 6). For cod and haddock, in all years, ∆V was larg-
est when the scrutinized acoustics was used (0.10 on aver-
age), and for demersal fish, it was typically largest when the
demersal acoustics was used. Note also that in almost all
cases, the combined index has a lower value than the trawl-
only index. The variance reduction clearly increases with the
correlation between trawl and acoustics (Fig. 7a), but more
unexpectedly, it also tends to increase with increasing
autocorrelation (Fig. 7b). This seems to be because high cor-
relation between trawl and acoustics tends to occur together
with high autocorrelation in acoustics (Fig. 7c). For a fixed
correlation, the variance reduction decreases with increasing
autocorrelation.

Discussion

The variance reduction obtained for the Barents Sea bot-
tom trawl survey estimate by using acoustics as an auxiliary
variable in the combined sampling approach was relatively
small (typically less than 10% on the log scale). This is due
to the high autocorrelation in the acoustic residuals (which
means that each acoustic sample does not carry much inde-
pendent additional information) combined with a relatively
low and variable correlation between trawl and acoustics,
and the observed variance reductions are approximately as
one would expect (Fig. 2). For a lag-one autocorrelation
around 0.9, the variance reduction for first-order auto-
regressive processes is quite small for moderate correlations
(Fig. 2). For higher-order autoregressive processes, the situa-
tion is even worse because the autocorrelation decreases less
rapidly as the lag increases. For the Barents Sea data, the
autocorrelation varies a lot between years and acoustic fish
categories. The lag-20 autocorrelation varies from about
0.04 (demersal 1998) to about 0.41 (haddock 2002). The fact
that low acoustic autocorrelation is generally associated with
low correlation between trawl and acoustics and vice versa
does not help. It may indicate that there is a latent variable
or trend with which both the acoustics and trawl data are
positively correlated.

Because the scrutinized acoustic density is more strongly
correlated with the trawl catches than is the total acoustic
density, one would expect the best results when using the
former as an auxiliary variable. However, because the scruti-
nizing process is based to some extent on the species distri-
bution in the trawl catches, there is, in principle, a
possibility that the scrutinized acoustic density is biased (for
example, if there is a high percentage of cod in the catch at a
given trawl station, much of the acoustic echo abundance in
the vicinity of that station may be allocated to cod). This
bias could yield a too high trawl–acoustics correlation and
hence a too high estimated variance reduction. Moreover, the
scrutinized data have slightly higher autocorrelation. The use
of total acoustic density would in this sense be safer.

The effect of simplifying assumptions
The time series approach is a simplification with regards

to the Barents Sea data, because the spatial aspect is ig-
nored. However, by considering the residuals after fitting a
GAM, using latitude and longitude as explanatory variables,
most of the large-scale spatial trends should be removed, and
the autocorrelation along the survey transect is the dominat-
ing one. The reduction in total variation obtained by includ-
ing latitude and longitude as explanatory variables is much
larger than the additional reduction obtained by including
acoustics (Fig. 8; see Mackinson et al. (2005) for corre-
sponding results for North Sea surveys). Also, the combined
index in eqs. 4–9 is computed for log-transformed data,
yielding log indices, and it is not trivial to get a back-
transformed combined index with an appropriate uncertainty
measure. On the other hand, “real” trawl-only indices with
uncertainty estimates can be calculated using the GAM ap-
proach, for example, in combination with bootstrapping.

Another simplification is the treatment of the acoustic re-
siduals within one year as a contiguous time series, despite
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Fig. 6. Trawl-only indices (left in each pair) and combined indices
(right in each pair) for demersal fish (circles), cod (triangles),
and haddock (diamonds). Solid symbols indicate scrutinized
acoustics (cod, in the case of demersal catch). The data are
log-transformed. The error bars indicate ±2 standard deviations,
calculated from eq. 9 for the combined index. The numbers
indicate variance reduction.



the fact that two or three vessels are involved. There are typ-
ically some discontinuities in the series for each vessel as
well. However, the number of discontinuities is small com-
pared with the total number of samples, and taking these
into account would probably not have improved the results.

Further, the on-station and between-station acoustic obser-
vations are not subsamples of the same process. The elemen-
tary sampling distance unit (EDSU) is 1 n.mi, and the
between-station samples cover 1 EDSU each, whereas the
on-station acoustic densities are weighted averages of two or
three successive EDSUs overlapping the towed distance of
1.5 n.mi. However, setting the on-station acoustic density
equal to the density of the first EDSU covered by the trawl
station did not improve the variance of the combined index.
Adjusting trawl catches and acoustic densities for diurnal
variation did not lead to appreciable changes either. If the
on-station acoustic abundance for each trawl station had
been integrated exactly over the trawling distance, then the
trawl–acoustics correlations would probably have been
slightly higher, but it is dubious whether the variance reduc-

tion would increase much. By increasing the EDSU to, for
example, 2 n.mi, one would obtain a lower autocorrelation
in the acoustic data, but the number of acoustic samples
would decrease correspondingly, so the variance reduction
would not improve. The tendency of overestimation for high
autocorrelations (cf. the simulation experiments) would,
however, be smaller.

Our analysis is based on stationarity, and this assumption
seems roughly to be fulfilled as regards cod and demersal
fish, but in the haddock time series, there are periods with
no fish (Aj = 0) and hence εj ≈ εj–1. Removing these periods,
however, did not influence the autocorrelation much.

On- and between-station differences
The properties of the acoustic residuals between stations

are different from those on stations (Fig. 9). Overall, the
variance is slightly higher between stations, whereas the
means between stations are considerably lower. On average,
the variance is about 7% higher between stations, and to
check for the effect that this has on the estimated variance
reduction, we did a simulation experiment in which the
between-station εs in eq. 11 were multiplied by 1.07. For
ρε,z = 0.6, this led to a reduction in ∆V from 0.079 to 0.062.

In this study, we have seen that the combined index al-
most always yields a lower value than the trawl-only index.
The reason for this is that the on-station means, particularly
for G.O. Sars, are higher than the between-station means
(Fig. 9; in the upper right plot, the between-station means
are close to zero because �εALL = 0 due to properties of the
GAM, and � �ε εBETW ALL≈ because the on-station εjs are few).
Taken together with the lower variance on station, this indi-
cates that during trawling the vessel (in particular G.O. Sars)
may in some sense act as a fish-attracting device (cf. Røstad
et al. 2006). The findings in Handegard and Tjøstheim
(2005) support this hypothesis. An alternative explanation is
that the behavior of fish alerted by, e.g., a trawling vessel
will change towards a more aimed and coordinated swim-
ming pattern resulting in a reduction in average tilt angle.
The result will be an increased average target strength as is
observed during trawling. It should be noted that this runs
contrary to some earlier results (Ona and Godø 1990): based
on 134 trawl stations from 1985 to 1986, taken by vessels
other than Johan Hjort and G.O. Sars, the acoustic density
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Fig. 7. Variance reduction (∆V) plotted against (a) correlation between trawl and acoustics and (b) autocorrelation in acoustic residuals
and (c) autocorrelation plotted against trawl–acoustics correlation. Each point corresponds to one of the pairs in Fig. 6. Circles, trian-
gles, and diamonds represent demersal fish, cod, and haddock, respectively. Open and solid symbols represent demersal and scrutinized
acoustics (cod, in the case of demersal catch), respectively.

Fig. 8. Mean catch T ± 2 bootstrapped standard errors for
demersal fish (circles), cod (triangles), and haddock (diamonds).
The standard errors are calculated by bootstrapping the catches
themselves (left in each pair) or residuals from a fitted GAM with
latitude and longitude as explanatory variables (right in each pair).
Numbers: variance reduction defined as ∆V = 1 – var(z)/var(T),
where {zi} are the residuals from the GAM fit.



was lower during trawling than before or after. We consider
the results illustrated in Fig. 9 to be important and requiring
further investigation.

The higher on-station means support the findings of Bez
et al. (2007). They demonstrated a generally high consis-
tency between on-station and between-station acoustics for
several surveys, including the Barents Sea winter survey, us-
ing tools like the variogram and a global index of colloca-
tion. However, the acoustic density in the bottom layers
tended to be higher during trawling than just before or after
trawling. In the current analysis, we have also used the
acoustic density in the bottom layers (up to 50 m above the
bottom), but for the whole water column the echo abundance
for demersal fish is on average 12% lower before and after

trawling than during trawling for G.O. Sars and 1% lower
for Johan Hjort (N.O. Handegard and V. Hjellvik, unpub-
lished data).

Alternative combination methods?
In conclusion, the precision of the Barents Sea bottom

trawl survey index cannot be increased much by using the
simultaneously collected acoustic data, at least not using
standard statistical techniques as suggested in this paper.
Moreover, from eqs. 9 and A4, such a result can always be
expected in the case where one has high autocorrelation of
the acoustics and quite low correlation between acoustics
and trawl catches. It seems to be difficult to get rid of the
autocorrelation for the acoustics. If there is an auto-
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Fig. 9. On- and between-station variances (left plots) and means (right plots) of εj. Each point corresponds to one of the acoustic
categories and years in Fig. 6 (circles, triangles, and diamonds represent demersal fish, cod, and haddock, respectively). The solid lines
indicate y = x (equal variance and mean). In the upper plots, all samples from each survey are used; in the lower plots, only samples
taken by Johan Hjort or G.O. Sars are used.



correlation of 0.8, a correlation of about 0.9 is required be-
tween trawl and acoustics to obtain a 50% variance
reduction (on the log scale if the data are log-transformed).

An alternative approach could be to employ the acoustic
data to allocate trawl effort in an adaptive sampling design
(Ona et al. 1991; Everson et al. 1996). Further, there is no
doubt that the acoustic data do contain information not pres-
ent in the trawl data. For example, the bottom trawl does not
catch the fish distributed in the upper part of the water col-
umn, whereas they are detected by the acoustics. Thus, an
intuitive way of combining trawl and acoustic data is to add
the acoustic density above the effective fishing height of the
trawl to the trawl catch. As is well known, this is not an easy
task. The effective fishing height of the trawl is higher than
the physical height of the trawl, because fish situated higher
in the water column are to some extent disturbed and move
downwards to the bottom where they are caught by the trawl.
However, the details of this mechanism are not well understood
(Handegard and Tjøstheim 2005; Hjellvik et al. 2003). Both
survey methods are, for example, sensitive to diurnal variation
and vertical distribution phenomena (Hjellvik et al. 2002,
2004), but such systematic influential factors may affect the re-
lationship in density estimates in a manner that we are not yet
able to take into account (Godø 1994). Also, the length and
species composition of fish is typically not the same close to
the bottom as higher in the water column. Using the composi-
tion in the trawl catch to allocate the acoustic backscatter to
species and length groups will therefore bias the combined esti-
mate. It thus appears that an efficient combination of trawl and
acoustic estimates of density still needs improved quantitative
understanding of the complex behavioural processes influenc-
ing trawl and acoustic efficiency.
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List of symbols

Symbol Meaning
T Trawl catch
A Acoustic sample
n Number of samples
i, ON Subscripts used for on-station trawl and acoustics
j, ALL Subscripts used for all acoustic samples
z Residuals from regression model fitted to trawl

catches (eq. 4)
ε Residuals from regression model fitted to all acoustic

samples (eq. 5)
e On-station acoustic “residuals” (eq. 6)
β True regression coefficient between trawl and acoustics
bON Estimated regression coefficient between trawl and

acoustics
ρX,Y Correlation between X and Y
ρX(k) Lag k autocorrelation of X
IC Combined index (eq. 7)
∆V Variance reduction
L Block length in block bootstrap
* Superscript indicating bootstrap sample
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Appendix A

Derivation of eq. 3
Using eq. 1 twice and eq. 2, elementary algebra yields

(A1) �( ) ( ) ( )µ µ µT T I TC− = −

= + − − −T b A A AON ON ALL ON( ) ( )α βµ

= + + + − − −α β α βµA u b A A AON ON ON ALL ON( ) ( )

= − + + − −β µ β[ ( )] ( ) ( )A A u b A AALL ON ON ALL ON

When nON gets large, the last product term in the last line is clearly of smaller order and can be neglected as both (bON – β)
and (A AALL ON− ) go to zero approximately at the same rate as the first two terms. Because of the independence of Aj , j =
1,…,nALL and ui, i = 1,…,nON, with this approximation we can write

(A2) var
var var2

ALL ON

( )
( ) ( )

I
A

n
u

n
C

i i= +β

(see, e.g., Hogg and Tanis 2006, p. 211). It is a well-known result in standard linear regression (see, e.g., Hogg and Tanis
2006, p. 211) that var(ui) = (1 – ρ A T,

2 )var(Ti) and β2var(Ai) = ρ A T,
2 var(Ti), from which eq. 3 follows.

Derivation of eq. 8
For the derivation of eq. 8, we replace T by z, AALL by εALL, and AON by eON in the above derivation of eq. 3 and obtain

from eq. A1 with I z b eC′ = + −ON ON ALL ON( )ε ,

I I u b eC C′ ′− = − + + − −µ( β ε µ ε β ε) [ ( )] ( )( )ALL ON ON ALL ON

Using exactly the same approximation as in the derivation of eq. A2 and using independence of {εi} and {ui}, we can write

var var var var2
ALL ON( ) ( ) ( ) ( )I I uC C= = +′ β ε

If the on-station observations are taken so far apart that they can be considered independent, the standard result (Hogg and
Tanis 2006, p. 211) quoted in the derivation of eq. 3 holds, i.e.,

(A3) var
var

1
var

ON
ON

2

ON

( )
( )

( )
( )

,u
u

n
z

n
i

e z
i= = − ρ

If {ui}, {ei}, and {zi} are allowed to be weakly autocorrelated, but with {ui} independent of {ei}, eq. A3 can be replaced by

var 1 varON
2

ON( ) ( ) ( ),u ze z= − ρ

and eq. 8 follows.

Estimating the variance of the mean of an autocorrelated variable
In the variance reduction formula in eq. 9 we need to compute var(εALL) and var(zON) for autocorrelated {zi} and {εj}. Gen-

erally, if the variables Xi, i = 1,…,n, follow a first-order autoregressive process, the calculation of the variance of the mean is
straightforward. If

X aX ui i i= +−1

where the uis are independent, zero mean, and identically distributed with var(ui) = σu
2, we have var(Xi) = σ σX u a2 2 2 11= − −( )

and

(A4) var 2
2

2
( )X

n
n iaX n i

i

n

= +











−

=

−

∑σ

1

1

(see, e.g., Brockwell and Davis 1996, chapters 2.3 and 2.4). In the special case when a = 0, it follows that var 2( ) /X nX= σ , and
as a → 1, we have var 2( )X X→ σ , these two extremes having very different effects on the variance reduction.

Let Yi = X20i for i = 1,…,n20, where n20 = n/20. In other words, the sequence {Yi} contains every 20th observation of {Xi}.
Then we have

(A5) var 2
2

20
2 20

20( – )

=1

–1

20

20

( )Y
n

n iaY= +











∑σ n i

i

n
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For higher-order autoregressive processes, the variance of the mean is more complicated to calculate analytically as a func-
tion of the autoregressive coefficients. It can be easily expressed (Brockwell and Davis 1996, p. 56) as a function of the
autocovariances, but estimates of higher-order autocovariances are inaccurate. A better alternative is to use the autoregressive
bootstrap as follows. Fit an autoregressive model to {Xi} by estimating the autoregressive order and the autoregressive coeffi-
cients. Then, create m bootstrapped time series realizations X Xk n k1, ,* *, ,� , k = 1,…, m, using the estimated autoregressive
model. For each bootstrap realization, calculate the sample mean Xk* and then estimate var(X ) by ( ) ( )* *m X X

k

m
k− −−

=∑1 21
1

,
where X m Xkk

m* *= −
=∑1

1
.

If it is difficult to fit an autoregressive time series model to the data, then the block bootstrap (Politis et al. 1999) is an
option assuming the time series to be essentially stationary (Politis et al. 1999, p. 101). There are several ways to block-
bootstrap time series data. We have applied the method described in Politis et al. (1999, section 3.9). Given a set of observa-
tions, X1,…,Xn, generate a bootstrap replica by drawing with replacement n/L contiguous blocks of length L from X1,…,Xn.
For example, with n = 9 and L = 3, the blocks may be X7, X8, X9 and X2, X3, X4 and X6, X7, X8. Then, generate m bootstrap
replicas, and for each bootstrap replica {Xk*}, k = 1,…,m, calculate the sample mean Xk*. Finally, estimate var(X ) by
( ) ( )* *m X X

k

m
k− −−

=∑1 21
1

.

Simulation of two time series with a given correlation and autocorrelation
In the simulation experiments, we need to generate time series having specific correlation and autocorrelation properties. To

simulate two time series {εj} and {zj} with a given correlation ρε,z, autocorrelations ρε(1) = ρz(1) = a and variances σε
2 and σz

2,
we can use the model (again we refer to Brockwell and Davis 1996, chapters 2.1–2.4, for correlation properties of
autoregressive and ARMA time series)

ε ε σ σj j j j j u j wa u w u N w N j n= + + = , ,−1 , ~ ( , ), ~ ( , ),0 0 12 2
ALL�

z az v w v N j nj j j j j v= + + = , ,−1 , ~ ( , ),0 12
ALLσ �

which gives a correlation

(A6) ρ ε
σ

σ σ σ σ
ε

ε
,

,( , )
( )

( )( )
z j j

z

u w v w

z
a

= =
−

+ +
corr

1 2

2 2 2 2

where σε,z = Cov(εj, zj) = E(εj zj). Simulated realizations are generated by using a Gaussian random number generator to gener-
ate time series {uj}, {vj}, and {wj}. In order to do this, we need to specify σu

2, σv
2, and σw

2 . Because E(εj zj) = E(εj–1 zj–1), we
have

E z a E zj j j j w( ) ( )ε ε σ= +2 2

which means that

(A7) σ σ
e z

w

a
, =

−

2

21

Putting eq. A7 into eq. A6 we get

(A8) ρ σ
σ σ σ σ

σ
σ σε

ε
,

( )( ) ( )
z

w

u w v w

w

za
=

+ +
=

−

2

2 2 2 2

2

21

To generate time series with a given σε
2, σz

2, and ρε,z under the restriction ρε,z < min(σz /σε, σε /σz), choose

σ σ σ ρ σ σ σ σ σε ε εw z z u w v za a2 2 2 2 2 2 2 21 1 and 1= − = − − = −, ( ), ( ) , ( a w
2 2) − σ
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