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BACK GROUND

The study group was set up during the 1989 statutory meeting as
a follow up to the 1989 Workshop on Spatial Statistical
Techniques (16-19 May, Brest, France). During this meeting the
participants felt that spatial statistical techniques could be
particularly promising for processing acoustic survey data.

Dr K. 6. Foote played an active role in promoting research on new
methodologies for designing and processing non random data
resulting from acoustic surveys and presented the paradigm of a
very highly sophisticated technology for measuring acoustic
targets which is not backed up by sufficiently elaborate
statistical methods. Statistical tools need to be developed for
processing the information in order to obtain accurate estimates
of biomass assorted with confidence limits.

Subsequently, the present study group was set up with the
following mandate:

C. Res. 1989 / 2:7. A study group on the Applicability of
Spatial Statistical Techniques to Acoustic Survey Data (chairman:
Dr. G.Y. Conan) will meet in Brest , France from 26-28 March 1990
to:

a) describe and discuss computational results based on
processing of real or synthetic echo data prior to the
meeting;

b) plan further processing exercises based on these
results;

c) prepare a detailed proposal for a workshop on the
Application of Spatial Statistical Techniques to
Acoustic Survey Data to be held in 1991;

d) report findings and plans to the statistics committee,
with reference to the Shellfish, Demersal Fish, Pelagic
Fish and Fish Capture Committees, at the Council Meeting in
1990,

The meeting was postponed to April 4-6 to the request of the
participants. To the initiative of the French delegate, Alain
Maucorps, the meeting was hosted by Institut Frangais de
Recherche et d'Exploitation de la Mer, Centre de Brest.
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DATA ANALYSED

Five test data sets were provided by Dr. K.G. Foote prior to the
meeting in order to allow participants and correspondents to
assay methodologies (table 1). The 29 pages of data listing
cannot be provided in this report but are available in the form
of listings or diskettes from Dr. Foote. Additional sets of data
were processed by some of the participants in order to
illustrate specific practical cases.

The types of difficulties encountered for processing the sets
by standard statistical methods are commonly known in acoustic
survey data analysis:

1) High density of observations(up to 1712 points) along
transects, but transects located far apart.

2) High level of patchiness generating strong
autocorrelation along transects.

3) Very high values concentrated very locally and strongly
contrasted with very low values and zero's.

4) Boundary effects set by coast lines and depth gradients.

5) Transect routes not following standard designs such
as random or regular intervals. Transect routes
eventually overlapping in space but not in time with
considerable differences associated with time as well
as space related variability.



Table 1. CHARACTERISTICS OF TEST DATA SETS.
Interval (N.M) T T

bata  Fish Integra- Normali-  No. Comment

set type Region tion zation data

1 Pelagic Coast 5 5 664 Unbounded
aggregation
with
concentration
on geographic
limits of area
sampled.

2 Pelagic Fjord 1 1 96 Bounded but
extreme
non
autocorrelated
variability

3 Pelagic Coast 1 5 881 Mostly bounded

4 Pelagic Coast 1 5 986 Mostly bounded

5 Benthic Open Sea 3-5 5 1712 Two~-ship

survey
with
overlapping.
Bounded
aggregation



METHODS .

The following methodologies and associated software were
used for processing the data sets prior to the meeting. For
information on availability of software you may refer to the
participant(s) identified. (In some cases an educated users, not
necessarily the designers).

1) Generalized Linear Interactive Modelling (GLIM) NAG
Institute. A software designed for modelling linearly
response surfaces. G. STEFANSSON.

2) Spline Survey Designer Software System (SSDSS). A spline
approximation algorithm derived from thin sheet theory.
Incorporates information on depth as well as geographic
location. D. STOLYARENKO.

3) Bluepack 3-D. A software package allowing Intrinsic
Random Functions of order K. D. RENARD.

4) Gulfkrig. A software package designed specifically for
fisheries data, based on ordinary kriging. G.Y. CONAN,
E. Wade.

5) Box-Cox test/Power Series Analysis. A software
package allowing post stratification and optimized
pover series transformations for calculating abundance
and confidence limits. J. SIMMONDS.

6) Simple arithmetic mean and standard deviation. Standard
methodology assuming random sampling.

7) Geo—~EAS. A software package based on ordinary kriging.
Transformation of variables optional. Y. SIMARD, A.
DESBARATS.

8) Calculation of abundance based on transects used as
strata. N.J. WILLIAMSON

AGENDA
At the opening of the meeting, the participants were requested
to provide information on the material they had processed and on
the methods of analysis they would present. The following
schedule was organized thereafter:
April 4th

Introductory presentations on acoustic data characteristics

-Fish schools by Ken FOOTE and Gunnar STEFANSSON

-Plankton patches by Frederic IBANEZ



Statistical methods

April 5th

-Geostatistics by Margaret ARMSTRONG
Domain
Stationarity
Variogram
Ordinary kriging
Transformations (Logarithms)
Intrinsic Random Functions of Order K
Disjunctive kriging
Indicative variables
Conditional simulations
Splines and kriging

Statistical methods (Continued)

-Splines as a subset of kriging by Didier Renard
~Splines as a parallel but distinct approach to
kriging for spatial data analysis and modelling by
Dimitri STOLYARENKO

-Response surfaces by Gunnar STEFANSSON

-Post stratification and power function transformation
of spatial data by John SIMMONDS

Data analyses

Presentation of the results obtained by the participants
for each of the test data sets

April 6th

Set # 1
Set # 2
Set # 3
Set # 4
Set # 5
Other specific sets of data were provided by the
authors

-Synthesis of the individual presentations, comparison of
the results

-Recommendations
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RESULTS.

Table 2 SUMMARY OF THE RESULTS OF THE ANALYSES OF THE TEST DATA SETS

SET Technique SQ CV  Area Sp*Area Authors
m % Nm?
m A
1 Kriging 85 22 58 10° 4,8 10¢ Conan & Wade
Spline 77 N/A 53 10° 4.0 10* Stolyarenko
Box/Cox
transform 68 9 55 10° 3.7 10® Simmonds
Arithmetic 75
mean
2 Kriging 444 2 76 33.8 10° Conan & Wade
Spline 259 N/A 51 13.2 10° Stolyarenko
Box/Cox
transform 48 37 49 2.4 10° Simmonds
Arithmetic 29%
mean
3 Kriging 2534 99 45107 §1.5 (0f Conan & Wade
| 2089 14 90 10? 18.8 10® Guillard &
Gerdaux
1911 22 83 10° 15.9 10* Armstrong
spline 7.8 10° Stolyarenko
| Box/Cox
| Transform 1327 7 55 10?7 7.3 10° Simmonds
Transects
as strata 3072 30 19 102 5.7 10° Williamson
Arithmetic
mean 1793
4 Kriging 983 52 50102 Iy, 8 {0¢ Conan & Wade
1126 55 30 102 3.3 10° Petitgas
spline 3.5 10* sStolyarenko
Box/Cox
transform 560 9 61 102 3.4 10° Simmonds
Transects
as strata 1512 31 22 102 3.3 10° Williamson
Arithmetic

mean 774



Table 2 SUMMARY OF THE RESULTS OF THE ANALYSES OF THE TEST DATA SETS

(Continued)
SET Technique S CV  Area S,*Area Authors
Z % Nm?
Nra
5 Xriging 14 18 19 10% 266,.0 [0% Conan & Wade
spline 87.5 10* Stolyarenko
Box/Cox
transform 9 8 13 10* 110.0 10° Simmonds
Arithmetic

mean 14



GENERAL COMMENTS BY THE CHAIRMAN

Despite the apparently different methodologies used, the results
for the global estimates §S,*Area are usually quite similar.
However, the variance estimates widely differ. The different
variance estimates are not directly comparable, and it would be
an error to define as best estimator the one associated with the
smallest variance. The assumptions used are far more determinant
fo€ the variance calculations than for the global abundance
estimate.

The area to be used for stock estimation is not clearly defined
in most methodologies. It should not be arbitrarily set, but
based on the analysis of the spatial structure. Differences in
area considered by the different authors were partially
compensated by associated differences in global estimates of
global averages within the areas.

Overemphasis of the departure of the data from the assumptions
used in each model may lead to sterile statements of inadequacy
of any model. Rather, assaying the robustness of the techniques
would provide practical results. A biassed or imprecise estimate
of known characteristics is preferable to no estimates at all.

The approaches could be roughly regrouped into two categories:
those emphasizing spatial structure, and those emphasizing the
shape of the sampling distribution. There is presently no answer
as to which approaches are more efficient or more robust since
the actual abundance and its spatial repartition cannot be known.
It seems that the processing of simulated sets of data of known
characteristics could provide some insight on the appropriateness
of the tools presented.

Mapping can provide some very useful insights on the localization
of the resource and on the appropriateness of the sampling
design. Quite frequently, it becomes apparent that the main
concentration is only marginal to the survey area. Shipboard data
processing and mapping is possible using spatial statistics and
would permit adaptative sampling schemes.



RECOMMENDATIONS.

1.~ The group notes that good survey design is essential for
obtaining high-quality estimates of +total stock size. In
particular the group recommends that acoustic surveys extend to
areas of low or zero concentrations or otherwise bound the
distribution.

2.~ In the case of narrow fjords it is essential that the survey
provide information across the fjord as well as along the length
of the fjord,.

3.- When a fish population is dominated by a small number of
large schools and it is possible to locate all of these schools,
it is recommended that the survey be designed to first locate
the schools and then intensively estimate the biomass of these
individual schools.

4.- It is important to design surveys in a well-ordered fashion.
Where the mean or the variance of the spatial distribution is
to be dependent on or affected by some external factor, data on
this parameter should be recorded. Examples of such external
factors are time of day, water depth, species composition and
size.

5.~ It is recommended that a workshop be conducted at (a place
to be named) during (a time to be given) in order to do the
following:

a) Present data analyses performed in advance,

b) Compare methods performed in advance,

¢) Discuss these analyses and methods,

d) Prepare a digest of spatial statistical methods,

e) Decide on how the findings are to be reported formally

f) Discuss future work on the applicability of spatial
statistical techniques to acoustic survey data.



6.— It is recommended that an informal group, consisting of X.G.
Foote (coordinator), Z. Kizner, E.J. Simmonds and G. Stefansson,
derive test data sets prior to the 1990 Statutory Meeting. The
data sets will reflect the following characteristic types of
fish aggregation:

Type Aggregation Region
Pelagic Dense Fjord
Pelagic Dense Sea
Pelagic Dispersed Sea
Bottom Dense Fjord/Bank
Bottom Dispersed Sea

The data sets will be extracted from repeated surveys on the
same stock or will be derived by modelling, using observed
characteristics of actual fish aggregations.

These data will be reported on to the Statistics Committee at
the 1990 Statutory Meeting.
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INTRODUCTION TO TEST DATA SETS: CHARACTERISTICS OF
ACOUSTIC DATA ON FISH AGGREGATIONS.

by
X.6. FOOTE

BACKGROUND.

The use of Spatial Statistical Techniques (SSTs) is well
established in many disciplines, but has scarcely been mentioned
in +the context of acoustic surveys of fisheries. Notable
exceptions are due to the pioneering work of F. Gohin in the
early 1980's and more recent work by G.Y. Conan et al. Aims in
fisheries surveying are remarkably similar to applications to
the mining industry, where geostatistics is a basic tool. It is
hoped that +this Study Group will begin to establish the
applicability of SSTs to acoustic survey data.

STATISTICAL ESSENCE OF ACOUSTIC SURVEY DATA.

Briefly, the data consist of dense samples of fish density along
widely spaced line transects, stationarity of the fish stock
during the survey is generally assumed and is often a very good
assumption, Variability in the precise form of the aggregation
is, however, the rule.

EXAMPLE OF ACOUSTIC SURVEY.

Elements of acoustic surveying are illustrated by the example of
Northeast Artic cod (Gadus morhua). This is not unique, for more
than ten fish stocks are regularly surveyed by acoustics in
Norway, and applications of acoustic surveying are truly
worldwide.

ANALYSIS AND PROGNOSIS FOR ACOUSTIC SURVEYING.

The individual elements are separately analyzed. By analogy with
a chain, the whole is no stronger than the weakest link.
Significant gains may be expected in most elements of the
process over the next several years. An outstanding, neglected
element is that of abundance estimation over an area from line-
transect measurements of fish density, including variance
estimation. The relative importance of this cannot even be
assessed, because of widespread neglect of spatial structure in
treatments of acoustic survey data, hence this Study Group.

CRITIQUE OF PRESENT DATA SETS.

These are examples of several kinds of acoustic survey data that
are routinely collected and processed in Norway. They have been



compressed enormously, by integrating measurements of f£fish
density over both depth and sailed distance over the range 1-5
nautical miles (N.M.) They do have the conspicuous advantage of
being pure in species. Size or age group may also be assumed to
be constant for each data set.

HIGHER-RESOLUTION ACOUSTIC SURVEY DATA.

Acoustic survey data integrated over long intervals of sailed
distance are admittedly coarse. At the opposite extreme are echo
data collected and stored digitally ping by ping. These are
illustrated by two examples:

1) Color echograms of diverse aggregation of herring
(Clupea harengus) and blue whiting (Micromesistius
poutassou) displayed by the Bergen Echo Integrator
(Xnudsen, Proc IOA 11(3), 1989), and

2) color echograms of a dense aggregation of the 1983-year
class of herring printed by the SIMRAD EK500 scientific
echo sounding system (Budholt et al., ICES CM 1988/ B:10)



SOME PROLEMS ABOUT THE INTERPRETATION

OF ACOUSTIC DETECTION IN PLANKTON ECOLOGY
by

Frederic IBANEZ

A great part of the in situ activity of the oceanographic laboratoty of Villefranche
is focused on the study of an offshore frontal zone located almost 20 miles from
the coast. This zone is characterized by a sharp salinity gradient, and an
upwelling of nutrients which favour an important biological productivity. For ten
years, in the subsurface layer, continucus multiparametric hydrological records,
associated to continuous zooplankton sampling (by a Tube Hai pumping
system) have been processed on transects crossing the front. The results of this
cruise showed that spatial distribution of the phytoplankton and zooplankton
was related to the variations of intensity and to the displacements of the frontal
zone (Ibanez & Boucher, 1987). For some species (coastal and also pelagic
ones), the salinity gradient appears as a barrier never crossed, for some others
the front looks like a "nursery" during the reproductive period (Boucher et al.,
1987).

The use of echosounding (continuous map of echoes in the vertical plane
during transects crossing the front), showed that the frontal structure does not
affect only the plankton ecosystem located in the euphotic zone (Baussant,
1988). High echoes were recorded 300 or 400 m deep, corresponding to an
almost continuous layer the shape of which was changing with the hydrological
structure. A general oblique structure is observed, the isoclines sinking
progressively from offshore to the coast.

The global estimation of plankton biomass is not the first aim of the ecologist
(Ibanez, 1976). Since the scattering layers likely correspond to assemblages of
several species and sizes, observations by Isaacs-Kidd net, Bioness multiple
net, camera, or even submersible, were used to try to identify the targets. But,
contrary to fish patches, the scattering layers do not have precise spatial
horizontal limits; therefore, it is impossible to define statistic spatial blocks in
order to obtain a global estimation (Ibanez, 1981). The plankton ecologist is
rather interested in other properties which could be likely deduced from acoustic
exploration: what produces the movements of the layers? How and why are
the organisms able to follow some lines of isocline? How long should be the
upwelling of nutrients in order to allow the multiplication of algae, then the
appearance of the first level of heterotrophic organisms? How to separate the
influence of environmental factors from biological behaviour on the spatial
concentration of plankton at particular depths?

So the application of geostatistical techniques (Ibanez, 1985) is not very simple
here. It seems that the enormous quantity of data prohibits the kriging
computation (even after some reduction, of the vertical sampling step). A
supplementary difficulty of the smoothing kriging process corresponds to the
intermittency of the records: in the vertical plane, several layers are separated
by large empty zones, therefore the interpolation could produce artificial limits
for the patches. Photography of the screen of the acoustic device or video
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image now appears to be the best representation for a survey. But in this case
how to relate, for instance, the distribution of plankton patches (discontinuous
structure) to the hydrological (continuous) structure? Moreover, the resolution of
the parameters is not so fine as acoustic sampling: their vertical variation is
known only for a few stations along a transect. Estimations of the means, and
hence of correlations at the scale of the sampling field are not possible.

Taking into account the intensity of the echoes and the values of hydrological
parameters only at the stations where these last parameters are recorded
seems much more rigorous. Rather than classical statistics (because of the
absence of echo signal at particular depths), pattern recognition (syntaxic
analysis: Pigeau, 1986) could be used to detect similarity between shapes (at
the same depths of shifted, for instance, between blooms of chlorophyil and
local high values of echoes). So the comparison of echo signal at different
stations also could lead to the recognition of animal migrations. Another
promising method could be the interpretation in the space of external
parameters, i. e. the detection of the classes in which such acoustic intensity
appears. This technique is also difficult, because it requires to separate first the
different hydrological compartments.

Finally, considerations and discussions have to be made in order to find the
best quantitative interpretation of the acoustic data in ecology. In my opinion,
starting from the main ecological questions and not from the transposition of
particular mathematical algorithms, statistics or even geostatistics seem to be of
poor utility. Perhaps non-parametrics methods and semi-qualitative ones, like
pattern recognition, could be the most ecologically meaningful way of
interpretation.
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A

OVERVIEW OF GEOSTATISTICS

i
M. Armstrong, Centre de Géostatistique, Fontainebleau, France

OBJIFCTIVES

The objective of this chapter is to give an overview of geosialistics, and in particular to explain the
main concepts: stationarity, variogram, kriging,... The term “stationary” can lead to sasinderstans
dings. Sometimes used in the statistical sense while at others it refers to the mobility o irvmobility
of the fish. Here it will always be used in the first sense,

MODELLING REGIONALIZED VARIABLES

The term “Regionalized Variable” was chosen by Matheron to emphasize the twe appa rently con-
tradwtoty aspeets seen in most spatial vartablesi-a randon aspeet, which accounts for Jocalirregu.
laritics, and a structured aspect, which reflects the large scale tendencies of the phenomenan,

A Regionalized Variable is characterized by the joint distributions of any set of variables Z(xy)
Zixa), .. ZCx), for all k, and for all points x1, Xy, ... Of course, it would be impossible to doanything
with this model unless we are prepared to make some assumpiions about the charistetistics of
these distributions, In particular since only one realization is usually avaiiable wa lsve to viabe
some assumplions about its stationarity.

STATIONARY AND INTRINSIC HYPOTHESES

In statistics it is common to assume that the variable is stationary, i.e. its distribution is invariant
under translation, Tn the same way, a stationary Regionalized Variable is homogenecus, and statis-
tically self-repeating in space. This makes statistical inference possible. In its strictea. wonse sta-
tionarity requizes all the moments to be invariant under translation butsince this cannet beverified
from the imitcd sxperimental data, we ususlly only require the first two moments (the mean and
the s - o) to be constant. This is calied “weak™ or second order stationarity. In «ther
wor. - rgguire that

(@) theexpected vaiue (or mean) of the function Z(x) is constant for all points x. That is, E(Z(x))
= m(xy = m which is independent of x,

(i) the ey ariunce function C(h) between any two points xand x -+ h is independent of the point
x. Tt depends only on the vector h, That is,

E[Z() Z(x+ h)] - m? = C(h)

Ta patticular, when h =0, the covariance C{h) is just the variance of Z(x) whi-™ must also be the
same at all points ,

Tn practice, it often happens that these assumptions are not satisfied, Clearly wheu there is a
marked trend the mean value cannot be assumed to be censtant. We shall see how to take account
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of trends later. Tor the moment we shall only consider cases where the mean is cunstant. However,
even when this is true, the covariance need not exist, S0 it s convenient to be able to weaken our
stationarity hypothesis. Under the “intrinsic hypothesis” we suppose that the increrents of the
function are weakly stationary: that is, the mean and variance of the inciements Z{x+h) - Z(x)
exist and are independent of the point ¢,

BfZ&x+h)-2Z2(] = 0 intrinsic hypothesis
Var [Z(x+h) = Z(x)] = 29(h) with zero mean

The function y(h) is called the variogram. Tt is the basis tool for the structural interpretation of
phenomena as well for estimation,

In practical sitvations the variogram is only used up to a certain distance, This limit could be the
extent of a homogeneous zone within a deposit or the diameter of the nelghbourhood used i krig-
ing (Le. estimation). Consequently, the phenomenon only has to be stationary up to this distance.
The problem is to decide whether we can find a series slidiog neighbourhoads within swhich the
expected value and the variogram can be considered to be stationary and whether there are enough
data in these zones to give meaningful estimates, This zssumption of quasi-stationarity is really
acompromise between the scale of homogeneity of the phenomenon and that of thesaraple density. -

THE VARIOGRAM PROPERTIES

The variogram is defined as the variance of Z(x+4) - Z(x). As it has been assumed that the mean
of Z(x+k) - Z(x) i3 zeto, the variogram is just the mean square value of this difference, That Is,

vh) = 0.5 B [Z{x+h) - Z(n)]?

Here v and v+ 4 refer (o points in a n-dimensional space where n could be 1,2 or . For example,
when ni= 2 (i.e, in the plane), .« denotes the point (1, x2) and h is a vector, Consequently, ina 2-di-
mensional space the variogram is a function of the two camponents 7 and /. Transforming to
polar coordinates, it is a function of the modulus of the vector fi and its orientation. For a fixed
angle, the variogram indicates how different the values become as the distance increasss, When
the angle is changed, the varingrams disclose the directional features of the phenomenon such as
its anisotropy,

The graph of y(%) plotted against 4 presents the following features. It always starts at 6 (for b =
0, Z(e+h) = Z{x)). Tt generally increases with b.. tising up to a certain level called the silt and then
flattening out. Alternatively it could just go on rising,

RANGE AND ZONE OF INFLUENC'E

fhe rate of increase of the vatiogram with h indicates how quickly the influence of a sample drops
olf with distance. After the variogram has reached its fimiting value (its sill} samples this far apart
no longer correlated. Theory shows that the sill value of the vatiogram is exactly the variance of
the population,

The range need not be the same in ali directions, This merely reflects the anisotropy of the phenom-
enon, What is more, even fora given direction there can be more than one range. This occurs when
there are several nested structures acting at dilferent scales of distance,

¥

Not all variograms reach a sill. Some fike the one shown on the right just keep on increasing with
h. This is one tundamental difference between the variogram and the covariance. The laticr exists
only for stationary variables.
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BEHAVIOUR NEAR THE ORIGIN

We have just examined the behaviour of the variogram for large distances, But it is also most in-
structive to study its behaviout for small values of h because this is refated to the continuity and
the spatial regularity of the variable, Four types of behaviour near are shown below.

() 1(h) By
Wiy = Ala|* ¥y~ Alh|
Ia] =0 Ihf =0 T ———
nugget effect
h h h b
el - Load 'd) C
@ ® © R
highly continuous continuous discontinuous purely random

(8) A parabolic shape. This indicates that the regionalized variable {Re. V) is highly continuous
and evendifferentiable. A parabolic shape canalso be associated with the presence of a drifL,

b)) Alincar. Tn this ¢ase the Re V is continugus but not differentiable, and thus loss regular than
in (a).

(¢c)  Adiscontinuity at the origin. This means that the variable is not even continuous in the mean
square, Ttis, therefore highly irregular af short distances, Thia jump al the otigin is cailed
a nugget effect because it was first noticed in gold deposits in South Africa where it is asso-
viated with the presence of nuggets oa the ore It is convenlent to apply the teim “nugget
effect”, to this sort of short range variability even when it is known to bs due to some other
factor e.g the micto-strugture, measurerent error or ervors iv fcation,
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1) A flat curve. Pure randomnesss or white noise, The regiunalized variables Z{x + h) and Z{x)
are uncorrelated for all values of h. no matter how close they are. This limiting case shows
a total lack of structure, Ut is incidently the model adopted in trend surface analysis.

ANTSOTROPIES

When variograms are caleulated for all pairs of points in certain directions such North-Scuth and
East-West, they sotretimes show different types of behaviour (i.e, an isotropy), If this dues not aceor
the variogram depends only on the magnitude of the distance hetween points h ard i3 s2.d to be
isotropic.

‘Two different types of anisotropy can be distinguished: geometric anisotrapy and zonalanisatiopy.

(a)  Geometric Anisotropy (also called “elfiptic” anisotropy). Tn this case the amisotropy can be
corrected by an affine change of coordinates.

()  Zonal(or stratified) Anisotropy. More complex types of anisatrapy than gesmettic anisoteo-
py exist. For example, in 3-D the vertical ditection oft2n plays a special role because there
is nore variation between strata than within them and s the sill of the vertical variogram
i3 often higher than that of the horizonta! ones.

PRESENCE OF A DRIFT

Theory shows that for large distances the variograr of a stationary or intrinsic regionalised vari-
able must increase more slowly than a parabola. To be more specific.,

y )
h

S > 0ash—> o

However in practice we often find variograms which increase mors tapidly than b2 for Yarge b This

indicates the presence of a drift,

HOW TO CALCULATE EXPERIMENYAL YARIOGRAMS

The following formula is used to ealeulate the experimental variogram from the data.

, | Ny .
0 = G5 IZl (206 + ) - Z(o)

where Z(x;) are the data values; x; are the locations of the samples and N(h) is the nusnber of paire
of points (x;, x; + b); that is the number of pairs of points separated by a distance h,.

YARIOGRAM MO "L

Not all mathematical functions can be used as variograra models. They must have ths property
of being positive defisite. T be more precise -y0) must be conditionally positive definite The
tollowing ones are,
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All those listed here except the power models correspond tasiationary randomvariables; the others
are associated only with intrinsic ones, This list of vatingram models i3 not exhaustive,

1) Nugget Effect
wWhy= 0 =0
< i\l =0

2) Pawer Functions:

wWA) = 1h]"  with o0<ac2

As a particular case we have the linear snodel 4(k) = |h|

3) Spherical Model:

yh) =
C 4 > a

The spherical model is probably the maost commonly used rodel. It kas & simple polynowial ex-
bression and its shape matches well what is often observed: an almost linear growth up toa certain
distance then a stabilization,

(4) Exponential Madel,
y(bj = C [ 1 -exp (~|h]/a))
For practical purposes, the range can be taken as 3a,

(5) Gaussian Modet:
y(h) = C [1-exp (-h¥ad)]

KRIGING

The problem is as foliows: we have N data values z(xa) . 7(xa) at onr dispoeal and wa want to sst.
mate a linear function of the variable Z(x). For example we might want to esiimate the value of
the variable at a particular point or its average over a certain region. Ty avoid having to write out
all the cases separately we shall denote the quantity to be eatimated as:
1
Yo =L J 2(x) de
1

124

where the volume V would reduce toa single point in the case of point estimazion. T estimate this.
we consider weighted average of the data:

~
Y o= z A Z{x)

it
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(By convention the star will be used to denote the estimated value as opposed te the real but un-
knowit value). The problem is to choose the weighting faciors &, in the best way. This is where we
make use of the statistical model. We consider the random variable:

M
Voo Dk )
ta]

We choose the weights so that the estimator is

1. unbiased: E(Yy - Yp) = 0

e . » KV 3 R
2 minimum variance: E (Y ¢’ - Yo)2 is a minimum.

Some fairly simple calenlations lead to a set of M+ L linear equations:

Ar@ - g =7V i= 2N
Kriging

system Z P -]

The minimum of the variance which is called the kriging variance, is given hy:

Krigin )
ki Gy w S ATEN 70+ g

To sulve the systert numerically, it is convendent to write it in matrix from, We get

— e — o
Yo Yo nw L A 7 n, V)
Y Va Y} A 7 1)
™ Vam Ve 1 Ay 7 (xn, V)
1 1 t o1 Loof) 1

L. JENS It IR B A .




NONSTATIONARY GECGSTATISTICS

The intuitive way of coping with non-stationarity is to fit a polynomial trend by some method such
as least squares, calculate the differences between the experimental values of the variable and the
fitted ones and then fit a variogram maodel {o the square of the differences (or residuals as they
are usually called), Unfortunately the variograms of the residuals are alimost always biased a5 there
is no clear cut distinction in reality between the trend and the residual. They seriously under-esti-
mate the underlying variogram. For more details see Chiles (1977). This approach which is called
universal kriging only works when either the variogram or the drift are known a priori, which is
rarely true in practice.

When the variogram is not known a prior, a more sophisticated method involving intrinsic random
functions of order k (called IR B-k, for short) should be used, The idea behind thiz method is to
filter out polynomial drifts up to degree k without ever explicitly calculating or estimating their
coefficients in the same way that ordinary kriging filters out the vaknown constant mean,
FILTERING POLYNOMIAL DRIFTS

In ordinazy kriging the rofe of the nonbias condition (called the universality condition) 2 A =1
is to filter out the (unkrown) mean of Z(x) without explicitly calculating or estimating its value,
By adding more nonbias conditions we ¢an filter out polynomial drifts without ever estimating their
coefficients. For example suppose that Z(x) is defined ina t-D spreeand that we want to estimate
the value of Z{xs) at point xs. If we want to remove up to quadratic terms we have to include the
following nonbias conditions:

2k =1
Z).; X; = Xp
Dhad=g

This can be extended to 2-D. Similar types of refations must be satistied by both the x and y coorelis
nates of the sample points, and also their cross products.

So to filter out a linear drift the following conditions are needed:

a1
Z/tl X ™ X

Zk b ]
To filter out a quadratic drift, the following conditions would also have to hold;
Y=o
2l =
zl X Yi = Xo Yo

Because of the complonity of the mathematics involved in LR.E-k we shall not go Into much defail
here. For more information sec fatheron (1973) and Delfiuer (1976),




5%

The tain differcnce between the matricial kriging systems for ordinary kriging and kriging using
LR.F-lcis that there are several extra non-biag conditions at the end of the matex, ¢corecsponding
to the conditions deseribed above for filtering out the drit,

-Another difference between ordinary kiging and its non-stationary equivalent is in the range of
“variogram” models that may be used, In the same way that the intrinsic hypothesis with its single
- iver=alit; condition allows us to use a much wider fa nge of models for the variogram than we
could for the stationary or the intrinsic cases, so here we Have an cven wider choice for the general-
ized covariance model as it is called. This allows us to use some higher arder polynonmial models
such as cubics, a3 well as more unusual models like h2 log(h). The latter is particularly important
since kriging withan LR F-1and this erwarianres is equivalent to 2 thin-plate epline interpolatian,

SOME SPECIAL TYPES OF APPLICATIONS

Geostatistics is now widely used in both the mining and peteoleurn industries for estimaiing point
and block values. One of its main uses in the of! industry is In estimaling the shape of geologica!
horizons (surfaces) from seismic data, In a seismic campaign, readings are taken at very closely
spaced points along lines called profiles, This very special spatial arrangement of data (very close
readings along widely spaced lines) resembles the data conti guration in the ship-board measure-
ments made for acoustic measurements of fish, and also for measurements of the sea-floer, and
of the gravimetric and magnetic fields. As the particular estimation and computing probic
sed by this arrangement of data have already been successfully solved for seiswmic readis
oil industry, there is every reason to think that the same rethad ¢an be applic * sucs
acoustic weasurements of fish,

REFERENCES

Matheron. G. (1973). The intrinsic random functions and their applications. Adv, in
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GENERALIZED LINEAR MODELS.
by
Gunnar STEFANSSON

INTRODUCTION

Models for bivariate data need to take into account the
error structure and the mean response, as expected at each
point. A common historical approach has been to model acoustics
data as estimates of a common mean (possibly within squares).
Residuals from such computations will automatically exhibit much
autocorrelation along transects. This has been used in the past
as an indicator of +the wrong error structure, and the
autocorrelation has been incorporated in the variance estimate,
usually with the result of raising it considerably. A basic
fallacy in this approach becomes obvious when simple univariate
sampling of a quadratic response is considered, and the area
under the curve is required.

“

of]

¢

The integral can easily be estimated by computing the
average response and multiplying by the range in the x-values.
This approach is equivalent to assuming that all measurements
are really measuring a constant level. If +the response is
heavily quadratic, then a test of serial correlation will yield
a significant result.

This, however, is an indication +that the underlying
structure should be taken into account when computing the
integral.

In the example illustrated, it would be easy to fit a
quadratic response, and then to integrate the response function.

Similarly, for spatial data it is possible to fit models to
the response, z, e.g. using polynomials in x and y.
OVERVIEW

A generalized linear model (GLM) contains a description of

the expected response at each location along with a description
of the probability distribution at each point.
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Thus a typical GLM for spatial data might be:
E(Z) = a + Bx + T'y + 6d
7 = Gamma distribution
Here, (x, y) represent the location of the response, Z, and
6d denotes a depth effect.
The expected response at a given location is therefore
described in the above as a linear function of location, plus a
depth effect. Since the effect of depth is not known, it is

usually entered as a factor with several levels. The resulting
model is an ANCOVA model.

GLM IN GROUNDFISH SURVEYS.

Generalized linear models have been used for analyzing
groundfish surveys. Typically the models are of the following
form:

E(Z) = exp ( p(x,y) + By + I'w + 6d )

Here, p(x,y) is a step function (i.e. region effect), a
polynomial or even a station effect (in the case of fixed
stations). This particular model uses data from several years,
estimating a biomass index by including a year effect (8y).
Other terms can be included as necessary, e.g. wind speed, depth
strata etc.

To complete the definition, a distribution needs to be
assumed. Typically it is found that the variance is proportional
to the square of the mean. This suggests either a log-transform
or explicit GLM modelling using a log~link and gamma (or
negative binomial) distribution.

GLM models can be fitted using the GLIM statistical
package.

APPLICATION TO ACOUSTIC DATA.

Multi-year models clearly do not apply in this case and in
fact for schooling pelagic species the model for the structure
of the mean will mainly include a function of the location.

A simplified analysis of acoustic measurements of a single
school was attempted by fitting polynomials in location to Z,
logZ and log (7t'). Numes ical problems required the use of
orthogonal polynomials. Even in this case, a log-linear model
using up to a fourth degree polynomial in x and y yields an R
value of only about 0.5.

It is therefore obvious that acoustic data will be hard to
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model using ordinary response surfaces. Since the surfaces are
quite complex, even for small schools, a very high degree
polynomial may be required as a rule.

This may be an indication that smoothing techniques are to

be preferred to response surface techniques, although the issue
should not be considered quite settled yet.

REFERENCES .

GLIM77 User manual.
Numerical Algorithms Group.
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AN ILLUSTRATION OF THE ORDINARY KRIGING PACKAGE "GULFXRIG" FOR MAPPING AND
ESTIMATING ABUNDANCE OF THE RESOURCE SURVEYED BY SETS OF DATA 1 TO 5.

by
Gerard Y. CONAN and Elmer WADE

The purpose of this exercise was to demonstrate the advantages
and disadvantages of using the straightforward technique of
ordinary kriging and to identify possible adaptations of this
technique suitable for the characteristics of the sets of data
provided.

The process of ordinary kriging assumes that, in the absence of
information on neighbouring values of the variable studied, the
mean and variance of the estimate at a given point will remain
the same, whatever +the location of this point. Further, the
variance will be independent from the mean. Emphasis is set on
the spatial covariance effects, i.e. on the similarities in
departure from the overall mean among values observed or
expected within a limited vicinity. The covariance effects are
assumed to be of an identical nature for all locations of the
area surveyed.

Ordinary kriging allows to somehow correct preferential
sampling, involuntary or not, in areas of high or low densities
by attributing lower weights in the estimation of the overall
mean for sample points set closely apart. It also allows to
generate a fine mesh grid of estimated points suitable for
drawing a high definition map.

As any statistical tool, ordinary kriging provides only
approximate estimates. The robustness of the tool is defined as
how well it will resist to departure of the data from the basic
assumptions and still provide reliable estimates.

Traditionally in fisheries data, random, or at the least, non
preferential sampling is assumed. Emphasis is set on the shape
of the sampling distributions in order to define confidence
limits, but spatial covariance effects are totally ignored.

A strong relationship between the variance and the mean is
generally recognized.

Ordinary kriging emphasises spatial covariance effects, but
assumes that there is no relationship between the variance and
the mean. The data points do not necessarily need to be chosen
non preferentially, and a ship course, as in acoustic surveys,
is an acceptable sampling scheme.

GENERAL PROCEDURE

For each set we first mapped the course of the survey and the
location of the data points along the Norwegian coast. A
digitized map of the coast of Norway was provided to us by NOAA,
Woods Hole USA. We then calculated the experimental variogram
for the data points, and fitted where possible a spherical
model. A contour map and a three dimensional representation of
fish abundance were generated along a fine grid calculated by
point kriging.



A contour map of the kriging variance was calculated , and the
area within which a global estimate of average fish abundance
could be reasonably calculated, was measured within a chosen
contour of isovariance. For certain data sets, the coast line
was used as a boundary more restrictive than the variance
contours.

The global average density within the so defined polygon was
calculated by block kriging and the associated variance was
estimated,

SPECIAL CASES
The practical difficulties encountered were of 4 types

1) Lack of information

In the case of set number 2, transects follow the coast of
a narrow deep fjord, but there is no information on the
variability across the fjord. Anisotropy could have been
easily incorporated in the calculations (differences in
covariance range along and across the fjord). In the
absence of information we blankly assumed that there was no
anisotropy, information taken along the fjord was
extrapolated across. This is likely to have generated
overestimates of biomass if the resource was concentrated
along the coasts.

2) Misleadingly redundant information.
In set 5, the route of the ships overlapped, but after a
time lag. The values sampled from the two ships may not be
equivalent due to changes in spatial distributions through
time. No corrections could be made.

3) Overabundant data
For Block kriging within a large polygon in order to draw
a global estimate, our algorithm requires the inversion of
a matrix of N*N, where N is the number of data points. Some
of the sets exceeded the 8 Meg. memory capacity of our
workstation. We had to partition the data into geographic
subunits,

4) High patchiness of data
In all sets the fish are concentrated into discrete patches
separated by areas of abundance either null or extremely
low. The structure within the patches sometimes strongly
differs between the patches. The variograms calculated for
the overall area was meaningless in case 5, while patch
variograms consistently showed neat spatial structures.

We therefore resolved to treat as different entities each
of the patches and the overall areas of low density. We
simply identified the patches on a preliminary contour map,
but kriging using indicative variables (see Desbarats)
would have provided a similar preliminary information.
Global estimates were obtained separately for the
subdomains, and then pooled after weighting their
contributions by the area of their respective domain.
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RESULTS:
Provided in table 2
COMMENTS

Ordinary kriging could be applied satisfactorily to all sets of
data. However, lack of information in set 2 did not permit
adequate estimates unless a drastic assumption of isotropy could
be made.

It would have been preferable for the purpose of kriging that
the data not be regularized, but provided in a ping by ping
form.

A grid coverage allowing variogram estimates in all directions
would have been preferable.

REFERENCES:
Conan, G.Y., U. Buerkle, E. Wade, M. Chadwick, and M. Comeau,

1988. Geostatistical analysis of spatial distribution in a
school of herring. ICES CM.
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Sp@rical variogram model for
Acoustic data file # 1
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APPLICATION OF GEOSTATISTICS TO FISHERIES ACOUSTICS:
EXAMPLE OF TEST3.

by

‘Jean GUILLARD and Daniel GERDEAUX

For this set we have considered all the data localized on
transects, included zero value data, but the data localized on
inter—transects are excluded. This consideration is based on the
fact that the regqularization on the N-S direction is not the
same that the one on the W-E direction; and you can't mixed data
from different supports (Guillard and al., 1987).

So all the data on the North of the map are eliminated. We have
defined a polygon to limite the area (9 103 n.m2) (fig 1).

The new set is composed of 591 data point, and the arithmetic
mean is: 2085,

The variography is performed on all the data; the mean variogram
(fig. 2) is well modeled by a spherical model and the phenomenon
is supposed to be isotropic.

nugget effect: 1.0 107, range: 12, sill: 4.0 107.

A global estimation was attempted on all the data included in
the defined polygon. But the number of data points is too high
for the program used (BLUEPACK) and we had to reduce this
number. We regularize the phenomenon in one direction using the
mean of four data in the N-S direction. The unit sample is now
the mean of four data. So the variogram is the same one, but
regularized (MATHERON, 1970). The new set of data is composed of
150 data points, arithmetic mean is: 2032.

The regularized variogram is: nugget effect: 2.5 106, range: 12,
sill: 1.0 107.

The estimator of the mean using block kriging is 2089,and s:
298.

TEST 3

arith.mean arith.mean ||Block
without inter tr.||regularized Kriging

2085 2032 2089

s: 298
(14%)
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APPLICATION OF GEOSTATISTICS TO ACOUSTIC DATA
ACOUSTIC DENSITIES OF A PELAGIC FISH OFF THE
COASTS OF NORWAY (62-64 lat, data set 4)

by

Pierre Petitgas

DATA.

They are collected along N-5 transects regularly paced. The
histogram is very skewed with a long tail. The 13 highest values
(out of 653) represent 55% of the arithmetic mean and 20% of the
variance. The set comprises 60% of zeros which define mainly the
limits of the spatial extension of the fish,

VARIOGRAPHY .

It is performed on the raw data including the zeros. A structure
is identified: range= 7 nautical miles (N.HM.), nugget= 51% of
the variance. No clear autocorrelation exists between transects,
for the shorts distances. An isotropic variogram is retained.
The bordering zeros tend to lower the variogram where as the
high values tend to higher it.

GLOBAL ESTIMATION.

It is performed on the area defined by the transects. Each
transect is attributed a rectangle of influence (b;). The mean
is estimated by the weighted average of the mean values of the
transects (weight: b; Z b; ). The acoustic data are spatially
continuous along the transects so that the transects are fully
known (like galleries in mining). The variance of estimation is
calculated using the variogram and the approximation principle
developed by Matheron (1970) for sampling with regular paced
galleries in a geological prospection. The variance is not a
kriging variance nor is the mean a kriging estimate.

The variance is a variance of extension in space: it is the
error done when estimating the mean value of the rectangle b;
by the mean value of its central transect.

Results:
m = 1125.7 . area = 3,10° (N.m?)
varlanc% of est:ga}ion = 18544.81
var. est. / m = 0.12
The nugget effect represents 74% of the variance of estimation,
A biological interpretation of the nugget could lead to diminish
it. Diminishing the nugget seems the only way to ameliorate
pPrecision on the global estimate.
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GEOMETRICAL PROPERTIES AND A DISJUNCTIVE KRIGING MODEL.

The mean is very dependent on a few very high values. The
geometrical properties in space have been investigated. A model
is fitted that takes into account the very quick transitions in
space from one order of magnitude to another. Each cutcff on the
histogram defines in space a geometrical set. It is shown that
in the geometrical set defined by the values over 500, the
probability that a value may trespass a higher cutoff cannot be
well predicted (pure randomness with the set A,,). Surfaces of
geometrical sets are estimated by disjunctive kriging. It is
emphasized that the geometry and the localisation of the sets
representing a high pourcentage of the stock (A, represents
60%) may be linked to the determinism of the variations of the
total quantity. The disjunctive kriging global estimate is
presented as a tool when there has been preferential sampling of
some set.
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ANALYSIS OF SETS 1 TO 5 USING
SPLINE APPROXIMATION OF STOCK DENSITY

by

Dimitri STOLYARENKO

Fig. 1 - 8 presents the results on the test data sets No.1-5
which were processed by the SSDSS - Spline Survey Designer
Software System (Stolyarenko, 1987) with IBM-compatible personal
computer. The major feature of the method is incorporation of
depth information because fish 1is associated with trophic and
environmental conditions which are more similar along depth
contour than along perpendicular. Position of every measurement
point is coupled with depth. Bathymetric information is used to
describe space anisotropy. Therefore bathymetric maps have been
digitized for areas of the test data sets No.1-4 and then computer
maps of bottom relief was reconstructed to provide the opportunity
for computation depth at all points. The test data set No.5 has
been supplied with depth information. Therefore bottom relief was
reconstructed only with these data. Because maximum number of
measurements for SSDSS (MS DOS version) is 400, the great data
sets were parted on 2 (the set No.1l), 3 (the sets No.3 and 4) and
4 (the set No.5) subareas with ca. 20% overlapping.

Data_set_ No.l. The map of stock density (Fig. 1) is coupled
with the map of bottom relief (Fig. 2) which have been used to
reconstruct the stock density. One of the borders is 70m depth
contour.

The high concentrations near the western slope of the Norway
Deep (black zone on Fig. 2) extends along depth contours. So great
measurements of two parallel tracks are usually related more
closely along depth contour and are to be merge in common
concentration. On contrary the two great measurements are to be
separated as two patches. Conventional biomass estimated equals
4.04 pillion units (square meters of fish backschttering cross
section per square n.m. of area).

Data_set No.2. Fig. 3 shows stock density for the fjord. The
map of bottom relief is very rough. Therefore the weight of depth
on compare with weight of distance is very low. Biomass estimated
equals 13.2 thou. units.

Data_set No.3 and 4. Fig. 4 and 5 shows the maps of stock
density for two sequential years which are coupled with the
bathymetric map (Fig. 6). Concentrations are related with banks
and slopes of troughs. Estimates of biomass are 7.84 and 3.51vhil.
units respectively.

Data_ set No.5. Fig. 7 presents the map of stock den51ty
which Is reconstructed on the base of data of two vessels. Biomass
estimated equals 0.90 yhil. units. The part of the area with very
close located points of measurements is presented with large scale
(Fig. 8). The last map shows where it was necessary to carry out
additional tracks (or redistribute research efforts). This example
illustrates the importance of adaptive sampllng during survey. The
Spline Survey De51gner Software System is an appropriate tool for
survey design in real time on the board of research vessel.
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Fig. 1. Stock density for data set No.l: spline approximation.
Fig. 2. Bathymetric map for area of data set No.1.

Fig. 3. Stock density for data set No.2: spline approximation.
Fig. 4. Stock density for data set No.3: spline approximation.
Fig. 5. Stock density for data set No.4: spline approximation.
Fig. 6. Bathymetric map for area of data set No.3 and 4.

Fig. 7. Stock density for data set No.5 (the whole area): spline
approximation.

Stock density for data set No.5 (the part of the area
studied): spline approximation.

Fig. 8
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Fig. 6. Bathymetrio map for area of data set No.3 and 4.
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BOX/COX TEST AND POWER SERIES ANALYSIS
OF SETS 1 TO 5

by

John SIMMONDS

Data from acoustic surveys is collected along transects with an approximate regular
grid. The grid may not be uniformly spaced over the full area. The data is analysed
to give some geographical or spatial distribution and an overall estimate of mean
density, and total stock within the survey area. The distribution of the stock is
regarded as non-stationary in a statistical sense. There will be some parts of the
area that contain predictably more fish than others, giving sub-—areas or regions of
different mean density. In addition the nature of fish distributions suggests that the
variance will be dependant on the density. A possible relationship would be that
the variance is proportional to square of the mean density. The purpose of this
analysis is to determine the distribution, use the most efficient estimator for the
mean and to allow calculation of the confidence limits.

The data is divided into predetermined ’rectangular’ strata based on a lat/long grid.
The streta size are determined on the basis of the expected rates of change in
mean density, and variance, and the sampling density, such that a minimum of 1
transect per strata is guaranteed and the sampling is uniform within any one strata.
Typically the strata dimensions might e selected as two to four times the ’range’
determined from a variogram. The choice of rectangular strata is not implicit in the
analysis procedure, and depth related or any other predetermined strata may be
used. Where a strata intersects the coastline the area of the strata is reduce
accordingly. In order to calculate the total population the estimated mean density
per strata is raised by the area of the strata, which is assumed to be flat, ie a
trapezium,

The data from each strata is analysed and the results combined for the complete
survey. The data is tested for a suitable power transform using a Log Maximum
Likelihood test due to Box and Cox 1964. The technique may be combined with a
delta function to remove all zeros, (Aitchison 1955, Pennington 1983), or it may be
applied with an offset moving zero values to a positive value, Probably more
correctly the zeros should be classed in two ways, first as true zeros, and secondly
as zeros within a positive random function and dealt with accordingly. The analysis
presented at this study group used the delta function method for all zeros.

If the maximum of this test lies between +0.5 and 0 a power transform of 1/2,
1/3, 1/4, 1/6 or Log may chosen. The individual data points are then transformed
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to the power domain and the mean and variance calculated. These two values are
then transformed back into the arithmetic domain and corrected accordingly. The
full method including the inverse transforms is described by Maclennan and
MacKenzie 1988.

The underlying assumptions are that the complete area is covered by strata, the
between strata variance may be ignored, the within strata statistics are stationary
and that the transform predicted by the Box/Cox test is the appropriate transform.
This technique ignores any spatial structure within each strata and assumes that
each data point is independent. Under these circumstances the estimate of variance
will be correct for the mean calculated in the transform domain. Because the
distribution of the data has been defined the variance may be used to compute the
confidence limits. It would, however, be inappropriate to assign the confidence
limits to the arithmetic mean of the original data. The main advantages of this
method are that it is compatible with existing analytical techniques, independent of
the operator and may be implemented in a simple analytical package. However it is
limited to data sets with skew not significantly greater than the log normal
distribution.

Data Analysis of 5 Norwegian data sets.
Responses Surfaces
Box Cox Test/ Power Series Analysis

Data Set 1

This data set was analysed on a 0.5 by 1.0 latitude longitude rectangle. The Box
Cox test for this data set defined the 1/6 power transform as the best power
transform, with confidence limits that excluded other transforms. This transform was
used to calculate the mean and the variance. These were transformed back to the
arithmetic domain. The mean density for each strata was raise by its area. The
results for this data set are shown in table ?.

Data Set 2

This data set exhibited a number of features. The survey consisted of two tracks
which indicated significant differences between north and. south sides of the fjord
and a large shoal which contributed 40% or more of the stock. The data se: was
analysed on a 1/12 by 1/6 latitude longitude rectangle. The Box Cox test for this
data set defined the log transform as the best power transform, however the
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confidence limits included other transforms. The log transform was used to calculate
the mean and the variance. These were transformed back to the arithmetic domain.
The mean density for each strata was raise by its area taking into account the ratio
of sea and land in each strata. The results for this data set are shown in table ?.
There must be serious reservations about the applicability of this analysis for this
situation. The uncertainty of the correct transform, and the fact that the assessment
using the arithmetic mean gives a stock estimate 4.6 times the size. This problem is
caused primarily by the non stationarity of the data. Analysis of this data in a real
situation requires very careful scrutiny of the full detail of all acoustic data and
separate assessment of the single aggregation. The Power Transform method of
assessment is not suitable for this spatial distribution.

Data Set 3/4

These data sets are for two surveys in the same area on different occasions and
have been treated similarly. Analysed on a 0.5 by 1.0 latitude longitude rectangle.
The Box Cox test for these data sets defined the 1/2 power transform as the best
for set 3 and the 1/6 power transform for set 4. In both cases confidence limits
excluded other transforms. These transforms was used to calculate the mean and
the variance. These were transformed back to the arithmetic domain. The mean
deisiiy for each strata was raise by its area. The results for this data set are shown
in table ?.

Data Set 5

This data set was analysed on a 0.5 by 1.5 latitude longitude rectangle. The Box
Cox test for this data set defined the log power transform as the best power
transform, with confidence limits that excluded other tramsforms. This transform was
used to calculate the mean and the variance. These were transformed back to the
arithmetic domain. The mean density for each strata was raise by its area. The
results for this data set are shown in table ?.

General

It is interesting to note that in two cases, sets 1 and 4 the transformed and
corrected estimates  exceeded by a small amount the arithmetic estimate. In the
case of data set 3 they were equal, and in sets 2 and 5 the arithmetic estimate was
higher than the transformed estimate. This Confirms in a very small way that
provided the correct transform is chosen bias is not introduced by this procedure.

References
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Results
(Box Cox Transform)

Data Set Mean SA CV Area SA*Area
1 68.2 9.5% 54.7E3Nm2 3.7E6
2 48.1 37% 48.9Nm?2 24E3
3 1327 7.4% 5.52E3Nm2 7.3E6
4 560 9.0% 6.14E3Nm2 3.4E6
5 8.9 8.1% 126E3Nm2 1.1E6
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ANALYSES OF TEST DATA SETS 3 & 4 USING TRANSECTS AS STRATA
by
Neal J. Williamson

Only parallel, equally-spaced transects were considered taor
analysis. Inter—transect cross pieces were not not included in the
analysis. Zero—-valued data at the beginning and end of transects were
also excluded. In data set 3, I exercised some poetic license. I
chose to ignare the small aggregations at the top ends of transects 1
and 5. I also chose to include data at the bottom ends of transects 6
and 17 even though these data do not strictly adhere to the condition
of equal spacing between parallel lines. [See attached figuresl The
area with néon—zero fish density was calculated by multiplying the
average transect length by the mean distance between transects
(approximately 4.5 nmi) by the number of transects. Mean SA is an
average of transect SA's weighted by transect length. Variance SA is
estimated from the variation between transect SA’'s (Williamson 1982).
This calculation is an application of the ratioc method (Cochran 1977)
where the variates are transect SA and transect length. This approach
was proposed by Dr. G. Jolly during the 1987 Acoustics Symposium in
Seattle (Jolly and Hampton 1987). One important difference is that
Jolly stresses the necessity of randomly placed transects. I do not
believe this condition is necessary (or even desireable) in many
acoustic survey situations.

References
Cochran, W.G. 1977. Sampling techniques. 428 p.

Jolly, G.M. and I. Hampton. 1987. Some problems in the
statistical design and analysis of acoustic surveys to assess fish
biomass. Paper presented at the 1987 Fisheries Acoustics Symposium in
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Williamson, N.J. 1982. Cluster sampling estimation af the
variance of abundance estimates derived from quantitative echo sounder
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ANALYSE DE LA SERIE DE DONNEES NUMERO 4 ELDJARN
A L'AIDE DU LOGICIEL GEO-EAS
(résultats provisionnels présentés au président sous forme
manuscrite)

par

Alexandre J. DESBARATS

L’histogramme du log naturel de la densité acoustique est symétrique,
avec une variance assez haute de 2.99. Aucun signe de populations
distinctes n'est apparent. Le “probability plot” en ligne droite indique
une distribution & peu prés Gaussienne.

J'ai fait des histogrammes sur des indicatrices pour les seuils suivants
: (ind00 : 0.0); (ind25 : 152.0); (ind50 : 588.0); (ind75 : 1992). Donc,
plus de la moitié des données sont nuls.

Il'y a un effet proportionel trés net entre la moyenne et écart type des
valeurs pour des segments de traverses de 10 et 20 mesures. La trans-
formation logarithmique est donc indiquée pour réduire I’hétéroscadicité
des valeurs,

Les variogrammes sont tous dans la direction nord-sud, le long des
traverses de navire. Ceci & cause de limitations de mémoire du logiciel
Geo-EAS que j’ai utilisé. Aussi, la corrélation spatiale est-ouest est
faible 4 la distance moyenne entre traverses. Les distances sur les
variogrammes sont en degrés de latitude nord. Le variogramme du log
de la densité acoustique est trés beau. Il descend au longues portées
correspondantes  la largeur moyenne du banc de poissons. Il vy a donc
ici un phénoméne de non-stationarité a I’échelle étudide.

Les variogrammes d'indicatrices sont beaux mais n’ont rien de par-
ticulier sauf le dernier, pour les hautes valeurs. Celui-ci montre une
périodicité qui refldte la distance entre les quelques “lobes” de trés
hautes valeurs que ’on voit sur la carte de contours.

La carte de contours (d’ailleurs pas trés belle) a été difficile & pro-
duire étant donné la disposition des points en lignes et la trés grande
variabilité spatiale des valeurs.

Quelques conclusions ...Le logiciel Geo-EAS n'est pas bien adapté
pour les ensembles de données de plus de 500 valeurs. Les vari-
ogrammes démontrent une corrélation spatiale sndéniable qui réfute
les approches statistiques classiques. Cette corrélation spatiale justi-
fierait I'utilisation du krigeage pour interpolation et 1'estimation de
stocks. L’approche des indicatrices est utile pour mettre en évidence
la corrélation spatiale & divers seuils de valeurs. Les cartes de con-
tours ne sont pas trés convenables pour la représentation de la densité
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acoustique vu la répartition naturelle des poissons. Les cartes de pixels
codées en couleurs (raster images) seraient plus appropriées. On aurait
avantage a échantilloner mieux dans la direction est-ouest en faisant
un patron de traverses en grillage plutét qu'en lignes. Les méthodes
de calculs de la variance d’estimation globale présentées dans David
ou Journel et Huijbregts (par composition de variances d’extension
élémentaires.) seraient facilement applicable ici parce que les traverses
ne sont presque pas corrélées entre elles.
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MEDIAN POLISH KRIGING
by
W.G. WARREN

Not surprisingly, the data of all five test data sets appear to
exhibit non-stationarity. Cressie (1986) observes that "The spatial
prediction method known as krigin exploits second-order spatial
correlation structure to obtain minimum variance predictions of certain
average valueg of the random function. But to do 80, it must be assumed
that either the mean function (the drift) is known up to a constant or
the se¢ond-prder structure (the variogram) is known axactly. Knowledge
of the drift allows the (stationuiy) varisgram to be estimated and
leads to ordinary kriging, Knowledge of the variogram allowé the drift
to be estimated and leads to universal kriging, More usually, neither
is known", In Lhe papez he “shows how median polish of gridded spatial
data providers a resistant and relatively Blas=free way of kriging in
the presence of drift, yot ylelds results as good as the mathematic-
allg optimal (but operationally difficult) univeral kriging", It was
decided, therefore, to explore the potential for using median-polish
kriging with the test data.

To develop an understanding of the procedure, it was first applied
to the 29-point data set contained in the report of the 1989 Workshop
on Spatial Statistical Techniques. Although these points are not
perfectlg aligned in tpace they are sufficiently so for the Cressie and
Read (1986) solution to "the problem of irregularly located data by
assigning each datum to the nearest node of an overlaid grid" to be
applied without ambiguity, With these data the median polish appatently
accounted for all structure, leaving nothing but white noise in the
residuals, [One point was accidentally misplaced but the effect of this
on the conclusion is believed to be inconsequentiall],

Because of time constraints the method was then applied to data
set 3 only, This set was chosen over sets 1 and 2 because the locations
being recorded in degreee and minutes, rather than degrees, minutes and
seconds, simplified the placing of points on a grid. Data set 4 might
have equally well been chesen. Data set 5 seeme too large to handle
in the time frame available,

Of the 881 points more than 600 were located on parallel transects
in the north-south direction at a constant interval of 11 miniutes of
longltude. It was therefore decided, for the purpose of illustration,
to ignore the points between these transects (appox. 25% of the data).
Points with zero reading were also omitted, This ceems clearly
justified for "external® 2eros. "rnternal' zeros tended to occur in
¢lusters and may aleo represent areas devoid of fish. It was planned
to do analyses with the internal zeros included ag well as omitted

ut, again, i{nsufficient time was available. The remaining points were

then placed on an 85 x 19 rectangular grid with the tows being 1
minute of latitute apart and the columns 11 minutes of longitude.

The non gerc data exhibited positive skewness. Cressie (1989)
obegerves that "When {24} is a Gaussian process, the beat predictor
ig a linear predictor". He then assumes "that an appropriate transform-
ation has been made that converts the problem into Geussian data (with
possiblé addiLive oublisrs, here modeled ae heavy-tailed contamination
in the stationary error distribution)’, The median polish was,
therefore, applied te the square roots of the observations. (With more
time the appropriate Box-Cox transformation could have been identified
- interestingly, it was subsequently learned that E,J. Simmonds found
the square root to be the appropriate tranaformation for get 3).



The median folish apgarently accounted for any structure in the
east-west directlion. In that direction the variogram had the
appeatence of white noise; the transects could, thus, be treated as
independent. (One should, however, not overlook the possibility of
structure at lesg than.the 11 minutes of latitude between transects.
on the other hand, in the north-south direction, while the median
polish clearly accounted for a certain amout of drift, some auto-
correlation structure remained. There was a well-defined variogram
which rose from a relatively small nugget effect to a sill at a range
of about 25 minutes of latitute,

On the basis of this, one is tempted to conclude that there is
potential for median-polish kriging of acoustic survey data.

Reference.

Cressie, N. 1989, Kriging nonstationary data. Jour. Amer. Statist.
Assoc, 81:625-634.
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SYNTHESIZING ACOUSTIC SURVEY DATA.

by

X.G. FOOTE AND Z. KIZNER

LARGE~-SCALE DATA SIMULATION.

Z. Kizner described a procedure for simulating the large-scale
features of a fish aggregation density field. This might be
modelled as a superposition of a number of patches
(aggregations) of different sizes; these patches can overlap and
create large aggregations. There is a set of histograms of
density values, and every histogram corresponds to a certain
patch size.

Initially each patch is represented by a circularly symmetric
domain over which the density generated according to a given
histogram, has a quasi gaussian smooth space distribution with
superimposed noise. So, the function, which is visualized by a
surface over the domain, demonstrates smaller-scale features,
viz. irregularities into the patch,

The function corrugated and convoluted by the introduced noise
may be further deformed, as by a diffusion process performed on
the field. Statistical and geometric properties or patterns of
observed fish aggregations may also be modelled. The derived
distribution of fish density may be surveyed by extracting

domain. Typical grid sizes are 50 x 50 or 100 X 100, but 200 x
200 is entirely feasible.

SMALL-SCALE DATA SIMULATION.

Synthesis of echogram data on the smallest ping-based scale is
described in ICES cM 1989/ B:6. The model is composed of a
number of stochastic bProcesses, which may also contribute to the
realism of the simulation.



